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ABSTRACT. In this paper we study the existence of solutions for second order impulsive functional differential equations with infinite delay. To obtain our results, we apply fixed point methods.
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1. Introduction

This paper is concerned with second order impulsive functional differential equations with infinite delay of the form

\[ x''(t) = f(t, x_t), \text{ a.e. } t \in J, \ t \neq t_k, k = 1, \ldots, m, \]

\[ \Delta x(t_k) = I_k(x(t_k)), \quad k = 1, \ldots, m, \]

\[ \Delta x'(t_k) = J_k(x(t_k)), \quad k = 1, \ldots, m, \]

\[ x_0 = \phi \in \mathcal{B}, \quad x'(0) = \eta. \]

In problem (1.2)-(1.4), \( f : J \times \mathcal{B} \to \mathbb{R}^n \) is an appropriate function, \( J = [0, 1] \), \( \mathcal{B} \) is an abstract phase space to be specified in the sequel, \( \eta \in \mathbb{R}^n \), the impulsive moments \( t_1, \ldots, t_m \) are such that \( 0 = t_0 < t_1 < \cdots < t_m < t_{m+1} = 1 \), and, for \( k = 1, \ldots, m \), \( \Delta x(t_k) = x(t_k^+) - x(t_k^-) \), \( \Delta x'(t_k) = x'(t_k^+) - x'(t_k^-) \) and the impulse functions \( I_k, J_k : \mathbb{R}^n \to \mathbb{R}^n \) are continuous. For every \( t \in J \), the history function \( x_t \in \mathcal{B} \) is defined by \( x_t(\theta) = x(t+\theta) \) for \( \theta \leq 0 \).

The theory of impulsive differential equations has become an important area of investigation in recent years. Relative to this theory, we only refer the interested reader to [17] and the monographs [1, 15, 19].

In the literature, many existence results for impulsive differential equations are proved under restrictive conditions on the impulse functions. For instance, in [2, 3, 4], in addition to continuity, boundedness condition is required, which is not fulfilled in some important cases such as for linear impulses; in [7, 9, 11], the existence of solutions involves Lipschitz condition on the impulses; in [7, 8, 13, 20], sublinear growth is imposed and in [5, 6, 16, 24] other conditions are assumed, just to name a few.

The aim in this paper is to give some existence results of solutions for the initial value problem (1.1)-(1.4) using Schaefer’s and Sadovskii’s fixed point theorems. In our main results, only the continuity of the impulse functions \( I_k, J_k, k = 1, \ldots, m, \) is required.

2. Preliminaries

In this section, we introduce notations, definitions and results which are used throughout this paper.

Let \( L^1(J) \) be the Banach space of measurable functions \( x : J \to \mathbb{R}^n \) which are Lebesgue integrable, normed by

\[ \|x\|_{L^1} = \int_0^1 |x(t)|\,dt, \quad x \in L^1(J). \]

By \( PC(J) \) we denote the Banach space of functions \( x : J \to \mathbb{R}^n \) which are continuous at \( t \neq t_k \), left continuous at \( t = t_k \), and such that the right limit \( x(t_k^+) \) exists, \( k = 1, \ldots, m \), equipped with the norm

\[ \|x\| = \sup\{|x(t)| : t \in J\}, \quad x \in PC(J). \]

Let \( \mathbb{R}_- = (-\infty, 0] \) and \( \mathbb{R}_+ = [0, \infty) \). We assume that the phase space \( \mathcal{B} \) is an abstract linear space of functions mapping \( \mathbb{R}_- \) into \( \mathbb{R}^n \), endowed with a (semi)norm \( \| \cdot \|_B \) and satisfying the following fundamental axioms introduced at first by Hale and Kato in [10] (see also [12, 14, 22]):

(A1) There exist functions \( K, M : \mathbb{R}_+ \to \mathbb{R}_+ \), with \( K \) continuous and \( M \) locally bounded, such that for any \( \sigma \in \mathbb{R} \) and \( a > 0 \), if \( x : (-\infty, \sigma+a] \to \mathbb{R}^n, x_\sigma \in \mathcal{B} \) and \( x \) is continuous everywhere on \([\sigma, \sigma+a] \) except for a finite number of points \( \sigma < t_1 \cdots < t_k < \sigma + a \) at which \( x \) has a discontinuity of the first type and is left continuous (\( x \) is continuous at
t \neq t_k$, and left continuous at $t = t_k$, and the right limit $x(t_k^+) \exists$ for $k = 1, \ldots, s$),
then for every $t$ in $[\sigma, \sigma + a]$ the following conditions hold:
(i) $x_t \in B$,
(ii) $\|x_t\|_{B} \leq K(t - \sigma) \sup\{|x(s)| : \sigma \leq s \leq t\} + M(t - \sigma)\|x_\sigma\|_B$.

(A2) For a function $x$ satisfying (A1), the $B$-valued function $t \mapsto x_t$ is continuous on $[\sigma, \sigma + a] \setminus \{t_1, \ldots, t_s\}$.

(A3) There exists a constant $H$ such that $|\phi(0)| \leq H\|\phi\|_B$ for all $\phi \in B$.

(A4) The space $B$ is complete.

**Example 2.1.** Fix a constant $\alpha$ and consider the space $B_\alpha$ of functions $\phi : \mathbb{R}_- \to \mathbb{R}^n$ such that $\phi$ is continuous everywhere except for a finite number of points at which it has a discontinuity of the first type and is left continuous, and $\lim_{\theta \to -\infty} e^{\alpha \theta} \phi(\theta)$ exists in $\mathbb{R}^n$. Using the approach of [12],
with obvious modifications one can show that $B_\alpha$ with the norm $\|\phi\|_{B_\alpha} = \sup\{e^{\alpha \theta}|\phi(\theta)| : \theta \leq 0\}$, $\phi \in B_\alpha$, satisfies the axioms (A1)-(A4) with $H = 1$, $K(t) = \max\{1, e^{-\alpha t}\}$ and $M(t) = e^{-\alpha t}$ for all $t \in \mathbb{R}_+$.

In the rest of this paper, $K$ and $M$ are the constants defined by $K = \sup\{K(t) : t \in J\}$ and $M = \sup\{M(t) : t \in J\}$.

A function $x \in B \cap PC(J)$ is said to be a solution of (1.1)-(1.4) if $x$ satisfies the differential equation (1.1) a.e. on $J \setminus \{t_1, \ldots, t_m\}$ and the conditions (1.2)-(1.4).

To establish our main theorems, we need the basic assumptions for the initial value problem (1.1)-(1.4).

(H1) The function $f : J \times B \to \mathbb{R}^n$ is Carathéodory, that is,
(i) for every $x \in B$, the function $f(\cdot, x) : J \to \mathbb{R}^n$ is measurable,
(ii) for almost every $t \in J$, the function $f(t, \cdot) : B \to \mathbb{R}^n$ is continuous.

(H2) There exist a function $q \in L^1(J, \mathbb{R}_+)$ and a continuous nondecreasing function $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ such that
$|f(t, x)| \leq q(t)\psi(\|x\|_B)$ for a.e. $t \in J$ and all $x \in B$.

(H3) For $k = 1, \ldots, m$, the impulse functions $I_k, J_k : \mathbb{R}^n \to \mathbb{R}^n$ are continuous.

Note that the hypotheses (H1) and (H2) are not new, they have been used extensively in the literature on differential equations.

The proofs of our main existence results rely on the following theorems.

**Theorem 2.1** (Schaefer Fixed Point Theorem [21, 23]). Let $E$ be a normed space and let $\Gamma : E \to E$ be a completely continuous map, that is, it is a continuous mapping which is compact on each bounded subset of $E$. If the set $E = \{x \in E : \lambda x = \Gamma x \text{ for some } \lambda > 1\}$ is bounded, then $\Gamma$ has a fixed point.

**Theorem 2.2** (Sadovskii Fixed Point Theorem [18]). Let $E$ be a Banach space and let $\Gamma : E \to E$ be a completely continuous map. If $\Gamma(B) \subset B$ for a nonempty closed, convex and bounded set $B$ of $E$, then $\Gamma$ has a fixed point in $B$.

### 3. Existence Results

In this section we state and prove our existence results for problem (1.1)-(1.4).

**Theorem 3.1.** Assume that (H1), (H2) and (H3) hold. Further if

$$\int_{c}^{\infty} \frac{ds}{\psi(s)} = \infty$$

(3.1)
where \( c = (KH + M)||\phi||_{B} + K|\eta| \), then the initial value problem (1.1)-(1.4) has a solution on \((-\infty, 1]\).

**Proof.** Let \( PC_{\phi}(J) = \{ x \in PC(J) : x(0) = \phi(0) \} \). We define the operator \( \Gamma : PC_{\phi}(J) \rightarrow PC_{\phi}(J) \) by

\[
(\Gamma x)(t) = \phi(0) + \eta t + \int_0^t f(u, \overline{x}_u)du + \sum_{0 < t_k < t} \left[ I_k(x(t_k)) + (t - t_k)J_k(x(t_k)) \right], \quad x \in PC_{\phi}(J), \; t \in J,
\]

where \( \overline{x} : (-\infty, 1] \rightarrow \mathbb{R}^n \) is such that \( \overline{x}_0 = \phi \) and \( \overline{x} = x \) on \( J \).

Clearly, \( \Gamma \) is well defined and fixed points of \( \Gamma \) are solutions to the initial value problem (1.1)-(1.4). We will show that \( \Gamma \) satisfies all the conditions of Theorem 2.1. We divide the proof into several steps.

**Step 1.** \( \Gamma \) is continuous.

Let \( \{ x_n \} \) be a sequence such that \( x_n \rightarrow x \) in \( PC_{\phi}(J) \). Then, for \( t \in J \),

\[
|(\Gamma x_n)(t) - (\Gamma x)(t)| \\
\leq \int_0^t |f(u, \overline{x}_{nu}) - f(u, \overline{x}_u)|du + \sum_{0 < t_k < t} \left| I_k(x_n(t_k)) - I_k(x(t_k)) \right| \\
+ \sum_{0 < t_k < t} (t - t_k)\left| J_k(x_n(t_k)) - J_k(x(t_k)) \right|
\]

\[
\leq \int_0^t |f(s, x_{ns}) - f(s, x_s)|ds + \sum_{k=1}^m \left| I_k(x_n(t_k)) - I_k(x(t_k)) \right| \\
+ \sum_{k=1}^m (1 - t_k)\left| J_k(x_n(t_k)) - J_k(x(t_k)) \right|
\]

On one hand, for a.e. \( s \in J \), by (H1)(ii) we have \( f(s, \overline{x}_{ns}) \rightarrow f(s, \overline{x}_s) \) since \( \overline{x}_{ns} \rightarrow \overline{x}_s \) as \( n \rightarrow \infty \). On the other hand, let \( B = \{ u \in PC_{\phi}(J) : ||u|| \leq r \} \) for some \( r > 0 \) such that \( ||x_n||, ||x|| \leq r \), for all \( n \in \mathbb{N} \). For a.e. \( s \in J \), by (A1)(ii) we have

\[
||x_{ns}||_B \leq K \sup\{ |x_n(u)| : u \in [0, s] \} + M||\overline{x}_{n0}||_B \leq Kr + M||\phi||_B
\]

and

\[
||x_s||_B \leq K \sup\{ |x(u)| : u \in [0, s] \} + M||\overline{x}_0||_B \leq Kr + M||\phi||_B
\]

which imply, by (H2),

\[
|f(s, \overline{x}_{ns}) - f(s, \overline{x}_s)| \leq q(s)|\psi(||\overline{x}_{ns}||_B) + \psi(||\overline{x}_s||_B)| \leq 2q(s)|\psi(Kr + M||\phi||_B).
\]

Then by the continuity of \( I_k \) and \( J_k \), \( k = 1, \ldots, m \), and the dominated convergence theorem, from (3.3) we deduce that \( \Gamma x_n \rightarrow \Gamma x \) as \( n \rightarrow \infty \); which completes the proof that \( \Gamma \) is continuous on \( PC_{\phi}(J) \).

Now, we will prove that \( \Gamma \) takes bounded sets into relatively compact sets in \( PC_{\phi}(J) \). From the Ascoli-Arzelà theorem, it is sufficient to prove that for each bounded subset \( B \) of \( PC_{\phi}(J) \), the set \( \Gamma B \) is bounded and is equicontinuous.

Let \( B \) be a bounded set in \( PC_{\phi}(J) \). Then there exists a real number \( r > 0 \) such that \( ||x|| \leq r \), for all \( x \in B \).
Step 2. The set $\Gamma B$ is bounded.

Let $x \in B$ and $t \in J$. We will show that there exists a positive constant $\delta$, which does not depend on $x$ and $t$, such that $|(\Gamma x)(t)| \leq \delta$. After some standard calculations we get

$$
|(\Gamma x)(t)| \leq H\|\phi\|_B + |\eta| + \int_0^1 q(u)\psi(\|\overline{\varphi}_u\|_B)duds
$$

$$
+ \sum_{k=1}^m (|I_k(x(t_k))| + (1 - t_k)|J_k(x(t_k))|).
$$

$$
\leq H\|\phi\|_B + |\eta| + \|q\|_{L^1}\psi(Kr + M\|\phi\|_B)
$$

$$
+ \sum_{k=1}^m \sup\{|I_k(u)| + (1 - t_k)|J_k(u)| : |u| \leq r\} := \delta.
$$

Step 3. The set $\Gamma B$ is equicontinuous on $J$.

Initially, we assume that $t$ and $h \neq 0$ are such that $t + h \in J \setminus \{ t_1, \ldots, t_m \}$. It is not difficult to get

$$
|(\Gamma x)(t + h) - (\Gamma x)(t)|
$$

$$
\leq h|\eta| + h\|q\|_{L^1}\psi(Kr + M\|\phi\|_B)
$$

$$
+ \sum_{t < t_k < t + h} |I_k(x(t_k))| + (1 - t_k)|J_k(x(t_k))| + \sum_{0 < t_k < t + h} h|J_k(x(t_k))|.
$$

As $h \to 0$ the right-hand side of the above inequality converges to zero. This proves the equicontinuity on $J \setminus \{ t_1, \ldots, t_m \}$.

Now, we assume that $t = t_i$ for some index $i \in \{ 1, \ldots, m \}$. Let $h \neq 0$ be such that $\{ t_k : k \neq i \} \cap [t_i - |h|, t_i + |h|] = \emptyset$. Then we have

$$
|(\Gamma x)(t_i + h) - (\Gamma x)(t_i)|
$$

$$
\leq h|\eta| + h\|q\|_{L^1}\psi(Kr + M\|\phi\|_B) + \sum_{0 < t_k < t_i + h} h|J_k(x(t_k))|,
$$

which implies that the left-hand side of the above inequality tends towards zero as $h \to 0$.

Finally, it remains to prove what follows:

Step 4. The set $\mathcal{E} = \{ x \in PC_0(J) : \lambda x = \Gamma x \text{ for some } \lambda > 1 \}$ is bounded.

Let $x \in \mathcal{E}$ and let $\lambda > 1$ be such that $\lambda x = \Gamma x$. Then $x\mid_{[0,t_1]}$ satisfies, for each $t \in [0,t_1]$,

$$
x(t) = \lambda^{-1} \left( \phi(0) + t\eta + \int_0^t f(u, \overline{\varphi}_u)du \right).
$$

It is straightforward to verify that

$$
|x(t)| \leq H\|\phi\|_B + |\eta| + \int_0^t q(u)\psi(\|\overline{\varphi}_u\|_B)duds
$$

$$
\leq H\|\phi\|_B + |\eta| + \int_0^t q(s)\psi(K \sup\{|x(u)| : u \in [0,s]\} + M\|\phi\|_B)ds.
$$

(3.4)

Introduce the function $v_1(t) = K \sup\{|x(s)| : s \in [0,t]\} + M\|\phi\|_B$, $t \in [0, t_1]$, in (3.4) to obtain

$$
|x(t)| \leq H\|\phi\|_B + |\eta| + \int_0^t q(s)\psi(v_1(s))ds.
$$
We have also
\[ |x(s)| \leq H\|\phi\|_B + |\eta| + \int_0^t q(u)\psi(v_1(u))du, \quad \forall s \in [0, t] \]
from which we deduce that
\[ v_1(t) \leq (KH + M)\|\phi\|_B + K|\eta| + K \int_0^t q(s)\psi(v_1(s))ds. \]

Set
\[ w_1(t) = (KH + M)\|\phi\|_B + K|\eta| + K \int_0^t q(s)\psi(v_1(s))ds, \quad \text{for } t \in [0, t_1]. \]

Then we have \( v_1(t) \leq w_1(t) \) for all \( t \in [0, t_1] \). As \( \psi \) is nondecreasing, a direct differentiation of \( w_1 \) yields
\[
\begin{align*}
\{ &w_1'(t) \leq K q(t) \psi(w_1(t)), \quad \text{a.e. } t \in [0, t_1] \\
&w_1(0) = (KH + M)\|\phi\|_B + K|\eta| := c. 
\end{align*}
\]

By integration, this gives
\[
\int_0^t \frac{w_1'(s)}{\psi(w_1(s))} ds \leq K \int_0^t q(s)ds \leq K\|q\|_{L^1}, \quad t \in [0, t_1].
\]

By a change of variables, inequality (3.5) implies
\[
\int_c^{w_1(t)} \frac{ds}{\psi(s)} \leq K\|q\|_{L^1}, \quad t \in [0, t_1].
\]

By (3.1), there is a constant \( M_1 > 0 \) such that, for all \( t \in [0, t_1] \), \( w_1(t) \leq M_1 \) and therefore \( v_1(t) \leq M_1 \). We choose \( M_1 \) large enough such that \( M\|\phi\|_B \leq M_1 \) to get
\[
\sup\{|x(t)| : t \in [0, t_1]\} \leq \frac{1}{K}(M_1 - M\|\phi\|_B) := \rho_1.
\]

Now, consider \( x_{|[0,t_2]} \). It satisfies, for each \( t \in [0, t_2] \),
\[
x(t) = \lambda^{-1}\left( \phi(0) + t\eta + \int_0^t f(u, x_u)du + I_1(x(t_1)) + (t - t_1)J_1(x(t_1)) \right).
\]

Therefore,
\[
|x(t)| \leq H\|\phi\|_B + |\eta| + \int_0^t q(u)\psi(\|x_u\|_B)du + 1J_1 \leq H\|\phi\|_B + |\eta| + 1J_1 + \int_0^t q(s)\psi(K\sup\{|x(r)| : r \in [0, s]\} + M\|\phi\|_B)ds
\]

where \( 1J_1 = \sup\{|I_1(u) + (1 - t_1)|J_1(u)| : |u| \leq \rho_1\} \).

Denote \( v_2(t) = K\sup\{|x(s) : s \in [0, t]\} + M\|\phi\|_B, \) for \( t \in [0, t_2] \). From (3.6) we obtain
\[
|x(t)| \leq H\|\phi\|_B + |\eta| + 1J_1 + \int_0^t q(s)\psi(v_2(s))ds.
\]

We have also
\[
|x(s)| \leq H\|\phi\|_B + |\eta| + 1J_1 + \int_0^t q(u)\psi(v_2(u))du, \quad \forall s \in [0, t]
\]
from which we get
\[
v_2(t) \leq (KH + M)\|\phi\|_B + K|\eta| + K1J_1 + K \int_0^t q(s)\psi(v_2(s))ds := w_2(t).
\]
The function $w_2$ is such that
\[
\begin{cases}
w'_2(t) \leq K q(t) \psi(w_2(t)), & \text{a.e. } t \in [0, t_2] \\w_2(0) = (KH + M)\|\phi\|_B + K|\eta| + KTJ_1.
\end{cases}
\]

By integration, this yields
\[
\int_0^t \frac{w'_2(s)}{\psi(w_2(s))} \, ds \leq K \int_0^t q(s) \, ds \leq K\|q\|_{L^1}, \quad t \in [0, t_2]
\]
which implies
\[
\int_{w_2(0)}^{w_2(t)} \frac{ds}{\psi(s)} \leq K\|q\|_{L^1}, \quad t \in [0, t_2].
\]

Again, by (3.1), there exists a constant $M_2 > 0$ such that, for all $t \in [0, t_2]$, $w_2(t) \leq M_2$ and then $v_2(t) \leq M_2$. Finally, if we select $M_2$ such that $M\|\phi\|_B \leq M_2$, we get
\[
\sup\{|x(t)| : t \in [0, t_2]\} \leq \frac{1}{K}(M_2 - M\|\phi\|_B) := \rho_2.
\]

Continue this process for $x|[0,t_3],\ldots,x|J$, we obtain that there exists a constant $\rho > 0$ such that
\[
\|x\| \leq \rho.
\]
This finish to show that the set $E$ is bounded in $PC_\phi(J)$.

As a result the conclusion of Theorem 2.1 holds and consequently the initial value problem (1.1)-(1.4) has a solution on $(-\infty, 1]$. This completes the proof.

With additional restrictive conditions on the impulse functions, condition (3.1) in assumption (H2) in Theorem 3.1 can be weakened to obtain the following result.

**Theorem 3.2.** Assume that (H1) and (H2) hold. Additionally we assume that:

(H3') The impulse functions $I_k, J_k : \mathbb{R}^n \to \mathbb{R}^n$, $k = 1, \ldots, m$, are continuous. Furthermore there exist constants $a_k, b_k, c_k, d_k \in \mathbb{R}_+$, with
\[
\sum_{k=1}^m [a_k + (1 - t_k)c_k] < 1,
\]
such that $|I_k(x)| \leq a_k|x| + b_k$ and $|J_k(x)| \leq c_k|x| + d_k$, for all $x \in \mathbb{R}^n$.

Then the initial value problem (1.1)-(1.4) has a solution on $(-\infty, 1]$, provided that
\[
KC\|q\|_{L^1} < \int_c^\infty \frac{ds}{\psi(s)}
\]
where
\[
C = \left(1 - \sum_{k=1}^m [a_k + (1 - t_k)c_k]\right)^{-1}
\]
and
\[
c = KC\left(H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k]\right) + M\|\phi\|_B.
\]
Proof. Consider the operator $\Gamma : PC_{\phi}(J) \rightarrow PC_{\phi}(J)$ defined in the proof of Theorem \[3.4\] by relation (3.2). As the proof that $\Gamma$ is completely continuous follows the same lines as in the proof that the operator $\Gamma$ in the proof of Theorem \[3.1\] possesses the same property, it is omitted. It only remains to show that the set $\mathcal{E} = \{ x \in PC_{\phi}(J) : \lambda x = \Gamma x \text{ for some } \lambda > 1 \}$ is bounded.

Let $x \in \mathcal{E}$ and let $\lambda > 1$ be such that $\lambda x = \Gamma x$. Let $t \in J$. After some calculations we get

$$|x(t)| = \lambda^{-1} |(\Gamma x)(t)| \leq H\|\phi\|_B + |\eta| + \int_0^t q(s)\psi(\|x_s\|_B) ds + \sum_{0 < t_k < t} [a_k + (1 - t_k)c_k]|x(t_k)| + \sum_{0 < t_k < t} [b_k + (1 - t_k)d_k]$$

(3.8)

$$\leq H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k] + \int_0^t q(s)\psi(K\sup\{|x(u)| : u \in [0, s]\} + M\|\phi\|_B) ds + \left( \sum_{k=1}^m [a_k + (1 - t_k)c_k] \right) \sup\{|x(s)| : s \in [0, t]\}.$$ 

In the right-hand side of (3.8), we introduce the function $v$ defined, for $t \in J$, by $v(t) = K\sup\{|x(s)| : s \in [0, t]\} + M\|\phi\|_B$. We obtain

$$|x(t)| \leq H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k] + \int_0^t q(s)\psi(v(s)) ds + \left( \sum_{k=1}^m [a_k + (1 - t_k)c_k] \right) \sup\{|x(s)| : s \in [0, t]\}.$$ 

We have also, for all $s \in [0, t]$,

$$|x(s)| \leq H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k] + \int_0^t q(u)\psi(v(u)) du + \left( \sum_{k=1}^m [a_k + (1 - t_k)c_k] \right) \sup\{|x(u)| : u \in [0, t]\}$$

which implies

$$\sup\{|x(s)| : s \in [0, t]\} \leq C \left( H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k] + \int_0^t q(s)\psi(v(s)) ds \right)$$

(3.9)

where $C$ is as in (3.7). From (3.9) we deduce that

$$v(t) \leq KC \left( H\|\phi\|_B + |\eta| + \sum_{0 < t_k < t} [b_k + (1 - t_k)d_k] + \int_0^t q(s)\psi(v(s)) ds \right) + M\|\phi\|_B.$$ 

Denote by $w(t)$ the right-hand side of the above inequality. It follows that, $v(t) \leq w(t)$ for all $t \in J$ and

$$\begin{cases}
  w'(t) \leq KCq(t)\psi(w(t)), & \text{a.e. } t \in J \\
  w(0) = KC \left( H\|\phi\|_B + |\eta| + \sum_{k=1}^m [b_k + (1 - t_k)d_k] \right) + M\|\phi\|_B := c.
\end{cases}$$
This yields
\[ \int_0^t \frac{w'(s)}{\psi(w(s))} \, ds \leq KC \int_0^t q(s) \, ds \leq KC \|q\|_{L^1}, \quad t \in J \]
which implies
\[ \int_0^w(t) \frac{ds}{\psi(s)} \leq KC \|q\|_{L^1}, \quad t \in J. \]
From (3.1) it follows that there exists a constant \( \rho > 0 \) such that \( w(t) \leq \rho \) and then \( v(t) \leq \rho \), for all \( t \in J \). Finally, if we choose \( \rho \) such that \( M\|\phi\|_B \leq \rho \), we get
\[ \|x\| \leq \frac{1}{K}(\rho - M\|\phi\|_B) \]
which finish to show that the set \( E \) is bounded in \( PC_\phi(J) \). Now, from Theorem 2.1 we infer the existence of a solution for the initial value problem (1.1)-(1.4). The proof is complete.

If condition (3.1) in Theorem 3.1 is replaced by condition (3.10) below, we obtain a new existence result. This result is not a consequence of Theorem 3.1.

**Theorem 3.3.** Under conditions (H1), (H2) and (H3), the initial value problem (1.1)-(1.4) has a solution on \((-\infty, 1]\), provided that \( K\|q\|_{L^1} \liminf_{r \to +\infty} \frac{\psi(r)}{r} + \sum_{k=1}^m \liminf_{r \to +\infty} \frac{\sup\{|I_k(u)| + (1 - t_k)|J_k(u)| : |u| \leq r\}}{r} < 1. \)

**Proof.** We claim that there exists \( r > 0 \) such that \( \Gamma(B_r) \subseteq B_r \) where the operator \( \Gamma \) is defined by (3.2) and \( B_r \) is the closed ball in \( PC_\phi(J) \) with center 0 and radius \( r \). If this property is false, then for each \( r > 0 \) there exist \( x^r \in B_r \) and \( t^r \in J \) such that \( |(\Gamma x^r)(t^r)| > r \). From this it follows that
\[
r < |(\Gamma x^r)(t^r)| = |\phi(0) + t^r \eta + \int_0^{t^r} \int_0^u f(u, x^r_u) \, du \, ds + \sum_{0 < t_k < t^r} [I_k(x^r(t_k)) + (t^r - t_k)J_k(x^r(t_k))]| \leq H\|\phi\|_B + |\eta| + \int_0^{t^r} q(u) \psi(\|x^r_u\|_B) \, du \sum_{k=1}^m \sup\{|I_k(u)| + (1 - t_k)|J_k(u)| : |u| \leq r\}.
\]
Hence, we obtain
\[
1 \leq K \|q\|_{L_1} \liminf_{r \to +\infty} \frac{\psi(r)}{r} + \sum_{k=1}^{m} \liminf_{r \to +\infty} \frac{\sup\{|I_k(u)| + (1 - t_k)|J_k(u)| : |u| \leq r\}}{r},
\]
which contradicts (3.10).

Let \( r > 0 \) be such that \( \Gamma : B_r \to B_r \). Arguing as in the proof of Theorem 3.1 we can prove that \( \Gamma \) is completely continuous, and from Theorem 2.2 we conclude that the initial value problem (1.1)-(1.4) has a solution on \((−∞, 1]\). The proof is finished.

From the proof of Theorem 3.3, we immediately obtain the following corollaries.

**Corollary 3.4.** Assume that (H1) and (H2) hold. In addition, assume that the following condition is satisfied.
\[
\text{(H3') The impulse functions } I_k, J_k : \mathbb{R}^n \to \mathbb{R}^n, k = 1, \ldots, m, \text{ are continuous and there exist constants } a_k, b_k, c_k, d_k \in \mathbb{R}_+ \text{ such that } |I_k(x)| \leq a_k|x| + b_k \text{ and } |J_k(x)| \leq c_k|x| + d_k, \text{ for all } x \in \mathbb{R}^n.
\]
Then the initial value problem (1.1)-(1.4) has a solution on \((−∞, 1]\), provided that
\[
K \|q\|_{L_1} \liminf_{r \to +\infty} \frac{\psi(r)}{r} + \sum_{k=1}^{m} [a_k + (1 - t_k)c_k] < 1.
\]

**Corollary 3.5.** Assume that (H1) and (H2) and the following condition hold.
\[
\text{(H3’”) The impulse functions } I_k, J_k : \mathbb{R}^n \to \mathbb{R}^n, k = 1, \ldots, m, \text{ are continuous and there exist constants } a_k, b_k, c_k, d_k \in \mathbb{R}_+, \alpha_k, \beta_k \in [0, 1) \text{ such that } |I_k(x)| \leq a_k|x|^\alpha_k + b_k \text{ and } |J_k(x)| \leq c_k|x|^\beta_k + d_k, \text{ for all } x \in \mathbb{R}^n.
\]
Then the initial value problem (1.1)-(1.4) has a solution on \((−∞, 1]\), provided that
\[
K \|q\|_{L_1} \liminf_{r \to +\infty} \frac{\psi(r)}{r} < 1.
\]
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