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2 N. CARTER AND M. PREDESCU

1. I NTRODUCTION

The following form of a discrete time age structured population model was introduced by
Greenman et al. in [9].

(1.1)

 xn+1 = Φzn exp{−(c1xn + c2yn + zn)}
yn+1 = γxn n = 0, 1, . . .
zn+1 = γyn + σzn

The dynamic variablesxn, yn andzn denote the number of juveniles, subadults, and adults,
respectively, at timen. The parameterΦ represents the per capita reproduction rate of adults;
γ andσ represent per capita survival rates. The parametersc1 andc2 measure the contributions
of xn andyn to the density dependence, respectively [9]. Obviously, a biologically meaningful
analysis requires the parameterΦ to be positive and0 ≤ c1, c2, γ, σ < 1. In [9], following the
empirical evidence, the authors applied the density dependence only to the reproduction rate (in
the first equation of the system).

Structured population models have been analyzed over the years in the literature. A basic
mathematical framework for these models can be found in both books (Cushing [3] and Caswell
[2]) and articles (Levin and Goodyear [12], Bergh and Getz [1], Silva and Hallam [22] and [23],
Dennis et al.[6], Cushing [4], Cushing and Li [5], Neubert and Caswell [20], etc.). Just as there
are many paths through which density dependence can enter the model and affect the vital rates
[20], there are also quite a few density dependence functions that one can consider [3].

Herein we analyze the behavior of solutions when more general density dependence functions
are used in the first equation of system (1.1). We discuss the boundedness, persistence, and
stability of the following system.

(1.2)

 xn+1 = ΦznG(c1xn + c2yn + zn)
yn+1 = γxn n = 0, 1, . . .
zn+1 = γyn + σzn

with parametersΦ > 0 and0 ≤ c1, c2, γ, σ < 1 and non-negative initial conditions. The density
dependence functionG is assumed to satisfy all of the following assumptions. We call these
assumptionsH.

(i) G is a decreasing function inC1([0,∞) → (0, 1]).
(ii) There is a real numberM such thatwG(w) ≤ M for all w ∈ [0,∞).

(iii) G(0) = 1.

Condition (ii) essentially requires a certain minimum potency in the density function; it is equiv-
alent to saying thatG decreases at least as quickly as the functionf(x) = M

x
, for some M. An

important consequence of these conditions is thatG is bijective, and therefore there is a function
G−1 : (0, 1] → [0,∞).

While it seems more symmetrical and more general to useG(c1xn + c2yn + c3zn) where
0 ≤ c1, c2, c3 < 1, in fact the formG(c1xn + c2yn + zn) represents no loss in generality (if
c3 6= 0). Any model of the first form can be converted to the second form by the substitutions
zn → z

c3
, Φ → Φ

c3
, andc3 → c3γ. (Note thatc3γ < 1.)

The particularG used in [9] isG(x) = e−x, as in the system (1.1), which we call the expo-
nential model. In the biological literature the exponential nonlinearity is referred to as Ricker
nonlinearity. In this paper, we propose an alternative,G(x) = 1

1+x
, which gives rise to a system

we call rational (models with this type of rational density dependence are also called Beverton-
Holt models). We compare the dynamics of solutions of the rational model with those of the
exponential model. For the exponential model, boundedness, persistence, and global stability
of trajectories in special cases of interest have been discussed in [21].
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DYNAMICS OF A MATRIX POPULATION MODEL 3

The paper is organized as follows. Section 2 deals with the existence of equilibrium points.
Section 3 is concerned with the boundedness of solutions. Sections 4 and 5 treat the local and
global stability of equilibrium points. Finally numerical simulations are reported in Section
6 and conclusions drawn. Our analysis uses tools from nonlinear difference equations theory
to address the local and global stability behavior of solutions. Results concerning stability,
periodicity and oscillatory properties of various classes of nonlinear difference equations are
given for example in Kocic and Ladas [15], Grove and Ladas [10], Kulenovic and Merino [18];
we list in the Appendix those results we use herein.

2. EQUILIBRIUM POINTS

Equilibrium points(x̄, ȳ, z̄) are solutions of the following system of three equations.

(2.1)

 x̄ = Φz̄G(c1x̄ + c2ȳ + z̄)
ȳ = γx̄ n = 0, 1, . . .
z̄ = γȳ + σz̄

Note that(0, 0, 0) is always an equilibrium point. If̄x 6= 0 then solving for̄x yields

x̄ =
G−1

(
(1− σ)/(Φγ2)

)
c1 + c2γ + γ2/(1− σ)

.

Corresponding values for̄y andz̄ can be obtained from̄y = γx̄ andz̄ = γ2

1−σ
x̄. This equilib-

rium exists when(1−σ)/(Φγ2) is in the domain ofG−1, which is(0, 1]. However, to ensure that
this equilibrium point is positive, we needG−1

(
(1 − σ)/(Φγ2)

)
> 0, and so we must require

(1 − σ)/(Φγ2) 6= 1, becauseG−1(1) = 0 by (iii) of H. In fact, under the imposed conditions
onG, this positive equilibrium point is unique when it exists.

Herein we may write either(1−σ)/(Φγ2) < 1 or the equivalentΦγ2/(1−σ) > 1, whichever
is more convenient in context. DenoteR0 = Φγ2/(1− σ). R0 is a bifurcation parameter called
the (inherent) net reproductive number or”the expected number of offspring per individual per
lifetime” (see [3], p7). The positive equilibria for the two models analyzed herein are shown
below.

Exponential (Ricker) Rational (Beverton-Holt)

G(x) = e−x G(x) =
1

1 + x

G−1(x) = − ln x G−1(x) =
1

x
− 1

x̄ =
ln

(
Φγ2/(1− σ)

)
c1 + c2γ + γ2/(1− σ)

x̄ =
Φγ2/(1− σ)− 1

c1 + c2γ + γ2/(1− σ)

3. BOUNDEDNESS AND PERMANENCE

3.1. Boundedness.It is important, as part of determining the utility of a model, to ensure that
it never predicts an unbounded explosion in the population. Therefore we prove that every tra-
jectory enters and remains in a closed region. Using similar techniques as in [21], the following
lemma demonstrates boundedness for solutions of the system (1.2).

Lemma 3.1. Assume that hypothesesH hold. The compact set

[0, ΦM ]× [0, γΦM ]× [0, γ2ΦM/(1− σ)]
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4 N. CARTER AND M. PREDESCU

is invariant and attracting inR3.

Proof. We show invariance first. Take(xN , yN , zN) in the compact set just described, for some
N . Then

xN+1 = ΦzNG(c1xN + c2yN + zN) first equation in (1.2)

≤ ΦzNG(zN) (i) of H
≤ ΦM (ii) of H

From the second equation,yN+1 = γxN+1 ≤ γΦM . Finally, using thez-boundaries of the
compact set gives

zN+1 = γyN + σzN ≤ γ2ΦM + σ
γ2ΦM

1− σ
= γ2ΦM

(
1 +

σ

1− σ

)
=

γ2ΦM

1− σ
.

Thus the set is invariant.
Next we show that the region is also attracting. Note that since0 ≤ γ < 1 from the second

equation in (1.2), we have0 ≤ yn+1 < xn for any n ≥ 0. If (xn)n≥0 is bounded then con-
sequently(yn)n≥0 is bounded. And as stated in invariance proof just given,xn+1 ≤ ΦM for
everyn, solim sup

n→∞
xn ≤ ΦM . For convenience, saylim sup

n→∞
xn = rΦM , with 0 ≤ r ≤ 1, and

therefore
0 ≤ lim sup

n→∞
yn ≤ rγΦM < ∞.

From the third equation in (1.2),zn+1 = σzn + γyn, we obtain that for everyε > 0, there is
someNε ≥ 0 such thatzn+1 ≤ σzn + rγ2ΦM + ε for all n ≥ Nε. Becauselim supn→∞ zn =

lim supn→∞ zn+1, we havelim supn→∞ zn ≤
rγ2ΦM + ε

1− σ
. But ε > 0 is arbitrary and0 ≤ r ≤ 1

and thus

lim sup
n→∞

zn ≤
γ2ΦM

1− σ
,

as desired.

3.2. Permanence.We look at the total population survival, expressed mathematically by the
concept ofp-permanence (see Definition 8.1 in the Appendix, Section 8). In fact, thep-
permanence definition used here incorporates two parts: (1) survival of the total population
in the long run and (2) boundedness of the population. Studies of permanence can be found, for
example, in [2, 16, 17, 19].

Remark 3.1. The system (1.2) isp-permanent when(Φγ2)/(1− σ) > 1.

To demonstrate this remark, we will apply Theorem 8.1 from the Appendix. That theorem
requires that our system be dissipative (Definition 8.2) and forward invariant onR3

+, and that
A0 be irreducible and have a dominant eigenvalue greater than 1. We establish each of these
four criteria in the following paragraphs.

The system is dissipative because from Lemma 3.1,

lim sup
n→∞

(xn + yn + zn) ≤ γ2MΦ

1− σ
+ γMΦ + MΦ.

If we let D = γ2MΦ/(1− σ) + γMΦ + MΦ (here0 < M < ∞ and thus0 < D < ∞), then
system (1.2) is dissipative according to Definition 8.2.

Forward invariance is straightforward from the equations in (1.2) and the fact thatG is always
positive.
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BecauseA0 is nonnegative and the matrix(I3 + A0)
2 has all entries positive, it follows

from Theorem 8.2 thatA0 is irreducible. The matrixA0 is nonnegative and irreducible, and
therefore the Perron-Frobenius Theorem ([7, 8]) (see also [3]) guarantees thatA0 possesses a
positive eigenvalue with magnitude greater than or equal to all other existing eigenvalues. Its
eigenvalues are the roots of

P (λ) = λ3 − σλ2 − Φγ2.

We have lim
λ→∞

P (λ) = ∞, and thus ifP (1) < 0 we can guarantee a root grater than 1. Because

P (1) = 1 − σ − Φγ2, we have thatP (1) < 0 just whenΦγ2/(1 − σ) > 1. Therefore when
Φγ2/(1− σ) > 1, by Theorem 8.1 system (1.2) isp-permanent, guaranteeing both survival and
boundedness. Moreover when(Φγ2)/(1−σ) > 1, no solutions tend to the(0, 0, 0) equilibrium.

4. STABILITY OF EQUILIBRIUM POINTS

We view system (1.2) in a matrix form:

(4.1) Xn+1 = AXnXn

wheren = 0, 1, 2, . . . andXn = (xn, yn, zn)T . The entries of matrixAXn are denoted byaij

and they are continous functions ofxn, yn andzn. The nonlinear matrix structure is

AX =

 0 0 ΦG(c1x + c2y + z)
γ 0 0
0 γ σ

 and X =

 x
y
z


The matrixAX has all entries nonnegative and

A0 = J(0,0,0) =

 0 0 Φ
γ 0 0
0 γ σ

 .

The characteristic equation associated with(0, 0, 0) is

(4.2) λ3 − σλ2 − Φγ2 = 0.

Let g stands for the expressionG′(c1x̄+ c2ȳ + z̄), which can be evaluated for the specific model
in advance, based only onG and the model parametersc1 andc2. The characteristic equation
about the positive equilibrium is

(4.3) λ3 + (−σ − Φz̄c1g)λ2 + (σΦz̄c1g − γΦz̄c2g)λ

+ (γσΦz̄c2g − γ2Φz̄g − 1 + σ) = 0.

Using the Schur Cohn criteria (see Appendix), the local asymptotic stability of the positive equi-
librium is given by the intersection of the conditions below. Criterion (i) becomes equivalent
to

(4.4) Φz̄
[
− (σ + 1)c1 + γ(σ + 1)c2 − γ2

]
g < 2.

Criterion (ii) becomes equivalent to the conjunction of

(4.5) Φz̄
[
(3γ2 − 3σγc2 − c1) + (σc1 − γc2)

]
g < 4σ

and

(4.6) Φz̄
[
(3γ2 − 3σγc2 − c1)− (σc1 − γc2)

]
g > 4σ − 6.
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6 N. CARTER AND M. PREDESCU

More algebraic manipulations of criterion (iii) yield the following equivalent expression.

(4.7) Φ2z̄2
[
γ4 − 2γ3σc2 + γ2σ2c2

2 − γ2c1 + γσc1c2

]
g2

+ Φz̄
[
2γ2 + 3γσ2c2 − 3γ2σ − 2γσc2 + 2σc1 − γc2 − c1

]
g

+ [2σ2 − 3σ + 1] < 1

From a specific functionG, such as the rational or exponential examples studied herein, one can
obtain amenable conditions for local asymptotic stability of the positive equilibrium(x̄, ȳ, z̄).
This has been done for the exponential model in [21], and one could do a similar analysis for
the rational model, but that is not our purpose here. Explicit calculations of the LAS boundaries
for a different model (the LPA, flour beetle model) were done in [3].

4.1. Global Asymptotic Stability of the Extinction Equilibrium. Our analysis of the global
asymptotic stability of the extinction equilibrium point is summarized in the following theorem:

Theorem 4.1. Assume conditionsH hold and the model parameters, in addition to satisfying
the criteria from Section 1, also satisfyσ 6= 0 and Φγ2/(1 − σ) < 1. Then the extinction
equilibrium(0, 0, 0) of system(1.2) is globally asymptotically stable.

Proof. Local stability follows by checking the Schur Cohn criteria (i) through (iii) (see Appen-
dix) with a0 = −Φγ2, a1 = 0, anda2 = −σ using algebra; we therefore do not show the
verification here. It suffices to show that(0, 0, 0) is a global attractor. Suppose(xn, yn, zn)n≥0

is a non-negative solution of system (1.2). We prove thatlim
n→∞

(xn, yn, zn) = (0, 0, 0). From the

first equation of (1.2) and (i) ofH,

(4.8) xn+1 = ΦznG(c1xn + c2yn + zn) ≤ Φzn.

The second and third equations of (1.2) givezn+1 = γ2xn−1 + σzn, and by (4.8) therefore
zn+1 ≤ γ2Φzn−2 + σzn for anyn ≥ 2. Now consider the difference equation

(4.9) rn+1 = γ2Φrn−2 + σrn n = 0, 1, 2, . . .

with r−2 = z−2, r−1 = z−1 andr0 = z0. By inductionzn+1 ≤ rn+1 for all n ≥ 0. Equation (4.9)
is of the appropriate form for Theorem 8.5 in the Appendix and it satisfies all that theorem’s
hypotheses. Theorem 8.5 tells us thatlim

n→∞
rn = 0 and thus lim

n→∞
zn = 0. By (4.8) we get

lim
n→∞

xn = 0. Taking the limit in the second equation of system (1.2) therefore giveslim
n→∞

yn = 0

also.

5. GLOBAL ATTRACTIVITY OF THE POSITIVE EQUILIBRIUM . SPECIAL CASES

In addition to the previous section’s analysis of the extinction equilibrium, this section ad-
dresses the positive equilibrium. We find sufficient conditions in the parameter space where the
trajectories of the rational system converge to the equilibrium. While global attractivity results
for systems are quite rare, at the moment we can provide analytical proofs for only a few special
cases of interest of the rational model. Case 1 assumesc1 = c2 = 0, meaning that the younger
members of the population (newborns and juveniles) do not impact density dependence. Case
2 assumesc1 = 0 andc2 > 0, meaning that newborns do not impact density dependence, but
juveniles do, though generally to a lesser degree than adults. It is worth noting that the posi-
tive equilibrium is not locally asymptotically stable for all values of the parameters for which
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(Φγ2)/(1 − σ) > 1. Computer simulations in the following section complement this analysis.
Let us consider Case 1 first. The rational system becomes the following.

(5.1)

 xn+1 = Φzn/(1 + zn)
yn+1 = γxn n = 0, 1, . . .
zn+1 = γyn + σzn

In the discussion of global stability of solutions in cases (1 and 2), we make use of the remark
that when(Φγ2)/(1− σ) > 1, the populations will never approach the zero equilibrium.

One can see as follows that the solutions are bounded. From the first equation,0 < xn+1 ≤ Φ
for n ≥ 0, and the second equation then gives0 < yn+1 ≤ γΦ. Using the third equation and
0 < σ < 1 we getlim sup

n→∞
zn ≤ γ2Φ/(1−σ). Then using the equations in (5.1) for substitution,

we have

zn+1 = γyn + σzn = γxn−1 + σzn =
γ2Φzn−2

1 + zn−2

+ σzn.

Thus in this case we are dealing with the functional equation

(5.2) zt+1 = σzt +
γ2Φzt−2

1 + zt−2

,

The next theorem gives sufficient conditions for positive equilibrium of equation (5.2) to be
globally asymptotically stable.

Theorem 5.1. SupposeΦ > 0, 0 < γ, σ < 1 and1− σ < γ2Φ ≤ (1− σ)/(1− σ3). Then the
positive solutions of equation(5.2)have the property that

lim
t→∞

zt = z̄ =
γ2Φ

1− σ
− 1.

In fact, the positive equilibrium̄z is globally asymptotically stable.

This lemma is illustrated in Figure 1. Four randomly generated rational models are shown,
each satisfying the hypotheses of Theorem 5.1, and their convergence shown using a dashed line
to indicate the value for total population that corresponds to thez̄ to which the lemma states
that the model converges.

Proof. We prove that̄z is locally stable and a global attractor. The local stability is done by
verifying conditions (4.4) through (4.7) (using the above assumptions together withc1 = c2 =

0). Note thatg = G′(z̄) = −
(

1− σ

γ2Φ

)2

. Sinceg is negative, condition (4.5) is always satisfied.

After replacingg, equation (4.4) is equivalent toΦ
(

γ2Φ
1−σ

− 1
) γ2

( γ2Φ
1−σ

)2
< 2 which after algebraic

manipulations, it changes into

(1− σ)− (1− σ)2

γ2Φ
< 2.

By hypothesis, we have that−(1− σ3) ≥ −1− σ

γ2Φ
. Thus

(1− σ)− (1− σ)2

γ2Φ
≤ (1− σ)− (1− σ)(1− σ3) = σ3 − σ4 < 2
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8 N. CARTER AND M. PREDESCU

and inequality (4.4) holds true within the specified hypotheses. Now, let us check condition
(4.6). Replacingg and simplifying out, one gets

3(1− σ)− 3(1− σ)2

γ2Φ
< 6− 4σ

or equivalently into−3(1− σ)2

γ2Φ
< 3− σ. Since0 < σ < 1 then the left side is always negative

and the right always positive, so the inequality is always true and condition (4.6) is verified.
The only condition which remains to verify is (4.7), which whenc1 = c2 = 0 simplifies to

Φ2z̄2γ4g2 + Φz̄(2γ2 − 3γ2σ)g + 2σ2 − 3σ < 0.

Substituting in the expressions forg and z̄ used earlier in this proof gives a longer inequality,
but it can be simplified and factored to yield[

1

γ2Φ

(
γ2Φ

1− σ
− 1

)
(1− σ)2

] [
(1− σ)2

γ2Φ

(
γ2Φ

1− σ
− 1

)
− (2− 3σ)

]
+ σ(2σ − 3) < 0.

Notice that the left of the two brackets in this equation is a product of positive quantities, and
thus must be positive. However it can also be simplified, as can the second bracket, to yield the
following more manageable inequality.

(5.3)

[
1− σ − (1− σ)2

γ2Φ

] [
1− σ − (1− σ)2

γ2Φ
+ (−2 + 3σ)

]
+ σ(2σ − 3) < 0.

Notice that the quantity which appears twice in (5.3),1− σ − (1−σ)2

γ2Φ
, is clearly less than1− σ,

and thus the inequality (5.3) will be true as long as the following one is.

[1− σ] [1− σ + (−2 + 3σ)] + σ(2σ − 3) < 0.

However, multiplying out the left hand side of this inequality and combining terms reveals that
the entire left hand side simplifies to−1 (which is obviously less than 0).

The last fact to establish is thatz̄ is a global attractor. Let(zt)t≥−2 be a positive solution of
(5.2). Now, it suffices to show thatlim

t→∞
zt = z̄. This follows from Theorem 8.6 and the analysis

that follows it in [14] (p. 1083) withλ = σ, β = γ2Φ, m = 2, andr = 1.

Let us consider Case 2 now. Whenc1 = 0 andc2 > 0, the rational system becomes the
following.

(5.4)

 xn+1 = Φzn/(1 + c2yn + zn)
yn+1 = γxn n = 0, 1, . . .
zn+1 = γyn + σzn

We could repeat an analysis very similar to that for Case 1 to show that(zn)n≥0 is bounded. The
positive equilibrium point of (5.4) is

(5.5) z̄ = (
γ2Φ

1− σ
− 1)/(

c2(1− σ)

γ
+ 1)

With respect to this equilibrium point we have the following lemma.

Theorem 5.2.SupposeΦ > 0, 0 ≤ c2, γ, σ < 1, γ2Φ/(1− σ) > 1 andc2(1 + σ)/γ < 1. Then
the positive trajectories of(5.4)converge to the positive equilibrium̄z.
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Figure 1: Time series diagrams for four rational models satisfying the hypotheses of Theorem 5.1, and therefore
converging to positive equilibria.

This lemma is illustrated in Figure 2. Four randomly generated rational models are shown,
each satisfying the hypotheses of Theorem 5.2, and their convergence shown using a dashed line
to indicate the value for total population that corresponds to thez̄ to which the lemma states
that the model converges.

Proof. In the sequel we prove that the positive equilibrium is a global attractor. Algebraic
manipulation and substitution applied to (5.4) changes that system into

(5.6) zt+1 = σzt +
γ2Φzt−2

1 + (c2/γ)zt−1 + (1− c2σ/γ)zt−2

.

We introduce the assumption1 − c2σ/γ > 0 to ensure that the number of adults will always
be positive. (Note thatc2σ/γ < c2(1 + σ)/γ < 1.) The map associated with the above scalar
equation,

f(u, v, w) = σw +
γ2Φu

1 + (c2/γ)v + (1− c2σ/γ)u
,

is monotonic in each of its arguments (increasing inu, decreasing inv and increasing inw.) It
follows by Theorem 8.4 that there exist solutions{In}∞n=−∞ and{Sn}∞n=−∞ of the difference
equation (5.6) withI0 = I andS0 = S such that for all integersn, I ≤ In ≤ S andI ≤ Sn ≤ S.
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10 N. CARTER AND M. PREDESCU

Thus

I = I0 = σI−1 +
γ2ΦI−3

1 + (c2/γ)I−2 + (1− c2σ/γ)I−3

≥ σI +
γ2ΦI

1 + (c2/γ)S + (1− c2σ/γ)I
.

The above inequality is equivalent to

(5.7) (1− σ)I ≥ γ2ΦI

1 + (c2/γ)S + (1− c2σ/γ)I
.

On the other hand,

S = S0 = σS−1 +
γ2ΦS−3

1 + (c2/γ)S−2 + (1− c2σ/γ)S−3

≤ σS +
γ2ΦS

1 + (c2/γ)I + (1− c2σ/γ)S
,

which is equivalent to

(5.8) (1− σ)S ≤ γ2ΦS

1 + (c2/γ)I + (1− c2σ/γ)S
.

According to our discussion in the permanence section, under the conditions in the hypothesis
we have thatS > I > 0. Then using inequalities (5.7) and (5.8) we get

(5.9) (1− σ)(1 + (c2/γ)S + (1− c2σ/γ)I) ≥ γ2Φ

≥ (1− σ)(1 + (c2/γ)I + (1− c2σ/γ)S).

Since0 < σ < 1, the above equation gives(c2σ/γ+c2/γ−1)(S−I) ≥ 0. But c2(1+σ)/γ < 1
and thereforeI ≥ S and the conclusion follows.

6. COMPUTER SIMULATIONS

We complement the preceding analytical work with a set of numerical experiments designed
with one goal in mind. We show that the rational model is in general more stable than the
exponential one. This may be of interest for biologists, suggesting the rational model as a better
alternative for designing various policies interventions or obtaining a less oscillatory behavior
of the solutions.

Greenman et al. [9] studied the system (1.1) and found it to be too often periodic, stating “a
much broader range of oscillatory behavior than seen in nature is theoretically possible.” We
show here that the rational model has a much more stable character, particularly when it comes
to periodicity and oscillatory behavior. For this reason, we propose the rational model as an
alternative that is more faithful to data observed in nature. In the previous sections, we also
detected analytically regions in the parameter space where the solutions are stable.

In order to verify that the rational model is more often stable, we consider the convergence
of the orbits by looking into two sub-cases: one for small values ofΦ (representing organisms
that have small numbers of offspring at a time, such as mammals) and another for larger values
of Φ (representing organisms that have large numbers of offspring at a time, such as fish). This
yields four cases in all, and in each, we sampled one million random models from parameter
space and evaluated the stability of the model. Random models were generated by selectingγ,
σ, c1, andc2 from a uniform distribution on[0, 1] and selectingΦ from a normal distribution.
For smallΦ we usedµ = 8, σ = 3, and for largeΦ we usedµ = 40, σ = 10. (In the rare case
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Figure 2: Time series diagrams for four rational models satisfying the hypotheses of Theorem 5.2, and therefore
converging to positive equilibria.

when aΦ < 0 was generated, it was discarded and a newΦ chosen from the same distribution
to replace it.)

The results are summarized in Table 6.1. It becomes clear that for small values ofΦ, the
difference between the rational and exponential models is small, but for large values ofΦ it is
more significant. WhenΦ values are chosen from a normal distribution withµ = 8, σ = 3
(95% of values therefore between 2 and 14), global asymptotic stability happens an additional
4.06% for rational models. When the distribution parameters are larger,µ = 40, σ = 10 (95%
of values therefore between 20 and 60), we notice a drastic difference. The rational model is
globally stable more than95% of the time, whereas both these values for the exponential model
are only about57%. Thus the greater stability of the rational models is more pronounced for
largerΦ.

To see this difference illustrated, compare the chaotic portions of the bifurcation diagram
of the exponential model in Figure 3 with the ordered bifurcation diagrams of rational models
shown in Figure 4.

7. CONCLUSIONS

We have generalized an age-structured population model and analyzed the boundedness, per-
manence, and stability properties of the general form. Some of our results hold for any specific
model created from the general form (1.2). Global stability results were established for some
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Exponential models Rational models

smallΦ largeΦ smallΦ largeΦ

Global asymptotic stability

Converge to extinction 18.78% 8.84% 18.78% 8.84%

Converge to positive 75.46% 48.01% 79.52% 86.33%

Total 94.24% 56.85% 98.30% 95.17%

Table 6.1: Comparison of local and global asymptotic stability for exponential and rational models, separated into
smallΦ (those chosen from a normal distribution withµ = 8, σ = 3) and largeΦ (µ = 40, σ = 10).

γ ≈ 0.63, σ = 0.5, c1 = 0.5, c2 = 0
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Figure 3: A bifurcation diagram of an exponential model, showing signs of chaotic behavior. The first 100 itera-
tions from the initial point(10, 20, 30) were discarded, and the next 70 plotted.

special cases. We have also suggested a rational form of the model and given evidence for why
it is more often stable, and therefore more biologically reasonable than the exponential model
in existence. The results herein build a good foundation for further study of other forms of the
general model.

8. APPENDIX

In this appendix we include some background material for convenient reference, including
notation, definitions, and theorems used earlier in this paper.

AJMAA, Vol. 7, No. 1, Art. 3, pp. 1-16, 2010 AJMAA

http://ajmaa.org


DYNAMICS OF A MATRIX POPULATION MODEL 13

γ ≈ 0.331118, σ ≈ 0.101124, γ ≈ 0.301724, σ ≈ 0.074110,

c1 ≈ 0.592498, c2 ≈ 0.119553 c1 ≈ 0.490819, c2 ≈ 0.194580

0 10 20 30 40 50 60 70 80 90 100
Φ

0

5

10

15

20

25

30

P
op

u
la

ti
on

(x
n

+
y

n
+

z
n
)

0 10 20 30 40 50 60 70 80 90 100
Φ

0

5

10

15

20

25

30

35

40

P
op

u
la

ti
on

(x
n

+
y

n
+

z
n
)

Figure 4: Two bifurcation diagrams of periodic rational models. In each, the first 100 iterations from the initial
point (10, 20, 30) were discarded, and the next 70 plotted.

We begin with a definition ofpermanence. This is the mathematical term for population
survival [16]. The following two definitions are extracted from [16] (p. 618). The nonnegative
cone (the set of points inR3 with xn ≥ 0, yn ≥ 0, zn ≥ 0) is denoted byRn

+.

Definition 8.1. System (4.1) is said to bep-permanentif there exist positive constantsδ > 0
andD > 0 such that

δ ≤ lim inf
n→∞

(xn + yn + zn) ≤ lim sup
n→∞

(xn + yn + zn) ≤ D

for all solutions with initial conditions inR3
+ − {(0, 0, 0)}

Definition 8.2. System (4.1) is said to bedissipativeif there exists a positive constantD > 0
such thatlim sup

n→∞
(xn + yn + zn) ≤ D for all solutions with nonegative initial conditions.

The next theorem (which is Theorem 3 in [17] or Theorem 3.2 in [16]) is used to prove
permanence in structured population models; we use it in Section 3.

Theorem 8.1([16, 17]). Suppose system(4.1) is continous and dissipative. Assume the matrix
A0 is irreducible andAXX ∈ R3

+ − {(0, 0, 0)} for all X ∈ R3
+ − {(0, 0, 0)}. System(4.1) is

permanent ifA0 has an eigenvalueλ with |λ| > 1 (i.e the magnitude of the dominant eigenvalue
of A0 is greater than one).

An easily verifiable condition for a matrix to be irreducible is given in [24], p.6.

Theorem 8.2([24]). A is a nonnegative irreduciblen×n matrix if and only if(In +A)n−1 > 0.

Schur Cohn criterium (extracted from [18], p.212), is very useful in proving local asymptotic
stability.

Lemma 8.3([18], p.214). Necessary and sufficient conditions for all the roots ofλ3 + a2λ
2 +

a1λ + a0 = 0 to lie in the open unit disc are
(i) |a2 + a0| < 1 + a1,

(ii) |a2 − 3a0| < 3− a1, and
(iii) a2

0 + a1 − a0a2 < 1.
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The following result, due to Karakostas, is instrumental in proving global attractivity results.
We use it in Theorem 5.2.

Theorem 8.4([13]). Let{xn}∞n=−k be a solution to the difference equation

xn+1 = f(xn, . . . , xn−k).

SetI = lim inf
n→∞

xn andS = lim sup
n→∞

xn, and suppose thatI, S ∈ J. LetL0 be a limit point of the

sequence{xn}∞n=−k. Then the following statements are true.

(1) There exists a solution{Ln}∞n=−∞ for the difference equation, called a full limiting se-
quence of{xn}∞n=−k, such thatL0 = L0, and such that for everyN ∈ {. . . ,−1, 0, 1, . . .},
LN is a limit point of{xn}∞n=−k. In particular,

I ≤ LN ≤ S for all N ∈ {. . . ,−1, 0, 1, . . .}.
(2) For everyi0 ∈ {. . . ,−1, 0, 1, . . .}, there exists a subsequence{xri

}∞i=0 of {xn}∞n=−k

such that
LN = lim

i→∞
xri+N for every N ≥ i0.

The following theorem is helpful in proving global asymptotic stability of the extinction
equilibrium.

Theorem 8.5([11]). Consider the difference equation

rn+1 =
k∑

i=0

rn−iFi(rn, rn−1, . . . rn−k),

n = 0, 1, . . . with non-negative initial conditions, and assume further that

(1) k ∈ {0, 1, . . .},
(2) F0, F1, . . . Fk ∈ C([0,∞)k+1 → [0, 1)),
(3) F0, F1, . . . Fk are non-increasing in each argument;
(4)

∑k
i=0 Fi(r0, r1, . . . , rk) < 1, for all (r0, r1, . . . rk) ∈ (0,∞)k+1, and

(5) F0(r, r, . . . , r) > 0 for all r ≥ 0.

Thenr̄ = 0 is globally asymptotically stable.

The next theorem is given as Theorem 2 in [14] and it turns out to be useful in proving global
attractivity results, especially for all positive solutions of the difference equation of the form

(8.1) zn+1 = λzn + F (zn−m),

where0 < λ < 1, m is a positive integer, andF is a nonnegative real valued function defined
onR+.

Theorem 8.6 ([14], p. 1076). Assume thatF = fg wheref is continous, positive and de-
creasing function onR+ andg is a continuous and increasing function onR+ with g(0) ≥ 0
and g(y) > 0 for y > 0. Assume also that the functionsf and g satisfy (i) and (ii), where
δ = (1−λ)/f(0) andG is the generalized inverse ofG, namelyG(z) = minw ≥ 0 : g(w) ≥ z
for z ≥ 0. Moreover, suppose that the algebraic equationK = λK + F (K) has a unique
positive rootK. Finally, suppose thatf andg are differentiable on(0,∞), f ′ is increasing on
(0,∞), g′ is decreasing in(0,∞), and

f(y)g′(y)− f ′(y)g(y) <
1− λ

1− λm+1

for all y ∈ (0, K]. Then any positive solution(zn)n≥−m of the difference equation(8.1)satisfies
limn→∞ zn = K.
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