EXISTENCE RESULTS FOR PERTURBED FRACTIONAL DIFFERENTIAL INCLUSIONS
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ABSTRACT. This paper is mainly concerned with the following fractional differential inclusions with boundary condition

\[ \begin{align*}
\sum_{i=0}^{n} \Gamma(\delta) \frac{D^\delta_i y(t)}{D^\delta_{i+1}} & \in F(t, y(t)) + G(t, y(t)), \quad t \in J := [0, 1], \delta \in (1, 2), \\
y(0) &= \alpha, \quad y(1) = \beta, \quad \alpha, \beta \neq 0.
\end{align*} \]

A sufficient condition is established for the existence of solutions of the above problem by using a fixed point theorem for multivalued maps due to Dhage. Our result is proved under the mixed generalized Lipschitz and Carathéodory conditions.
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1. Introduction

Recently, great attention has been paid to the existence results for fractional differential equations due to wide applications in engineering, economics and other fields, see for instance [11, 12, 13, 14, 15, 18, 19, 20, 21, 22, 23, 24] and references therein. In particular, Zhang [24] studied the existence of solutions for equation

\[ D^\delta_0 u(t) = g(t, u(t)), t \in J := [0, 1], \delta \in (1, 2), \]

\[ u(0) = \alpha, u(1) = \beta, \alpha, \beta \neq 0 \]

by using Schauder fixed point theorem, where \( D^\delta_0 \) denotes the Caputo’s derivative, \( g : J \times \mathbb{R} \to \mathbb{R} \) is a continuous function.

On the other hand, realistic problems arising from economics, optimal control and so on can be modeled as differential inclusions, so differential inclusions are widely investigated by many authors, see [3, 4, 9, 10] and references therein.

Motivated by [3, 4, 13, 15, 24], in this paper, we shall consider the existence of solutions for the following perturbed fractional differential inclusions with boundary conditions

\[ \begin{align*}
\frac{d^\delta}{dt}y(t) & \in F(t, y(t)) + G(t, y(t)), t \in J := [0, 1], \delta \in (1, 2), \\
y(0) & = \alpha, y(1) = \beta, \alpha, \beta \neq 0,
\end{align*} \]

where \( \frac{d^\delta}{dt}y(t) \) is the Caputo’s derivative, \( F, G : J \times \mathbb{R} \to 2^{\mathbb{R}} \setminus \{\emptyset\} \) are multivalued maps. A sufficient condition is established for the existence results of the above problem by using a recent fixed point theorem due to Dhage [11]. Our result is proved under the mixed generalized Lipschitz and Carathéodory conditions.

2. Preliminaries

In this section, we shall introduce some basic definitions, notations and lemmas which are used throughout this paper.

Let \( C(J) \) denote a Banach space of continuous functions from \( J \) into \( \mathbb{R} \) with the norm \( \|y\| = \sup_{t \in J} \{|y(t)|\} \).

Let \( L^1(J, \mathbb{R}) \) be the Banach space of functions \( y : J \to \mathbb{R} \) which are Lebesgue integrable and normed by

\[ \|y\|_{L^1} = \int_0^1 |y(t)| dt, \text{ for all } y \in L^1(J, \mathbb{R}). \]

Let \( (X, |.|) \) be a Banach space. Then a multivalued map \( \Theta : X \to 2^X \) is convex (closed) valued if \( \Theta(x) \) is convex (closed) for all \( x \in X \). \( \Theta \) is bounded on bounded sets if \( \Theta(B) = \bigcup_{x \in B} \Theta(x) \) is bounded in \( X \) for any bounded set \( B \) of \( X \) (i.e. \( \sup_{x \in B} \sup \{|y| : y \in \Theta(x)\} < \infty \)).

\( \Theta \) is called upper semicontinuous (u.s.c.) on \( X \) if for each \( x_0 \in X \), the set \( \Theta(x_0) \) is a nonempty closed subset of \( X \), and if for each open set \( B \) of \( X \) containing \( \Theta(x_0) \), there exists an open neighborhood \( N \) of \( x_0 \) such that \( \Theta(N) \subseteq B \).

\( \Theta \) is said to be completely continuous if \( \Theta(B) \) is relatively compact for every bounded subset \( B \) of \( X \).

If the multivalued map \( \Theta \) is completely continuous with nonempty compact values, then \( \Theta \) is u.s.c. if and only if \( \Theta \) has a closed graph, i.e.,

\[ x_n \to x_*, y_n \to y_*, y_n \in \Theta(x_n) \text{ imply } y_* \in \Theta(x_*). \]

Let \( P_{b,c} \) and \( P_{cp,cv} \) denote respectively the classes of all bounded-closed and compact-convex subsets of \( X \). Similarly, \( P_{loc} \) denotes the classes of all bounded, closed and convex
subsets of $X$. For $x \in X$ and $Y, Z \in P_{b,c,l}(X)$, we denote by $D(x, Y) = \inf \{ \| x - y \| : y \in Y \}$, and $\rho(Y, Z) = \sup_{a \in Y} D(a, Z)$.

Define the function $H : P_{b,c,l}(X) \times P_{b,c,l}(X) \to \mathbb{R}_+$ by

$$H(Y, Z) = \max \{ \rho(Y, Z), \rho(Z, Y) \}.$$ 

The function $H$ is called a Hausdorff metric on $P_{b,c,l}(X)$.

$\Theta$ has a fixed point if there is an $x \in X$ such that $x \in \Theta(x)$. For more details on multivalued maps see the books of Deimling [9] and Hu and Papageorgious [16].

**Definition 2.1.** [10] \( \Theta : X \to P_{b,c,l}(X) \) be a multi-valued map. Then $\Theta$ is called a multi-valued contraction if there exists a constant $k \in (0, 1)$ such that for each $x, y \in X$, we have

$$H(\Theta(x), \Theta(y)) \leq k |x - y|.$$ 

The constant $k$ is called a contraction constant of $N$.

**Definition 2.2.** [24] Caputo’s derivative for a function $f : [0, \infty) \to \mathbb{R}$ can be written as

$$C^s_0 D_x^f(x) = \frac{1}{\Gamma(n - s)} \int_0^x \frac{f^n(t)}{(x - t)^{s+1-n}} dt, n - 1 < s < n,$$

where $\Gamma$ is the gamma function.

**Definition 2.3.** [13] The Riemann-Liouville fractional integral of order $s$ for a function $f$ is defined as

$$I^s f(x) = \frac{1}{\Gamma(s)} \int_0^x \frac{f(t)}{(x - t)^{s-1}} dt, x > 0, s > 0$$

provided the right side is pointwise defined on $(0, \infty)$.

From the above definitions, we can see that

$$C^s_0 D_x^f(x) = \frac{1}{\Gamma(n - s)} \int_0^x \frac{f^n(t)}{(x - t)^{s+1-n}} dt = I^{n-s} f(x).$$

**Definition 2.4.** [13] [24] A function $y \in C(J)$ is said to be a solution of (1.1)-(1.2) if there exists $f, g \in L^1(J, \mathbb{R})$ such that $f(t) \in F(t, y(t)), g(t) \in G(t, y(t))$ and

$$y(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta-1} f(s) \, ds$$

$$- \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} f(s) \, ds$$

$$+ \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta-1} g(s) \, ds$$

$$- \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} g(s) \, ds.$$

The following properties are well known (see [11], [18], [24]).

**Lemma 2.1.** Let $\epsilon, \epsilon$ be two positive real numbers, then

(i) \( I^\epsilon : L^1(J, \mathbb{R}) \to L^1(J, \mathbb{R}) \).

(ii) \( I^{\epsilon + \delta} f(x) = I^{\epsilon} f(x) , f \in L^1(J, \mathbb{R}) \).

(iii) \( \lim_{\epsilon \to 0} I^\epsilon f(x) = I^n f(x) , n = 1, 2, \cdots , I^1 f(x) = \int_0^t f(t) \, dt. \)
Let us list the following hypotheses:

(H1) $F : J \times \mathbb{R} \to P_{boc} (\mathbb{R}) ; (t, y) \to F (t, y)$ is measurable with respect to $t$ for each $y \in \mathbb{R}$, u.s.c. with respect to $y$ for a.e. $t \in J$, and for each fixed $y \in \mathbb{R}$ the set

$$S_{F,y} := \{ f \in L^1 (J, \mathbb{R}) : f (t) \in F (t, y) \text{ for a.e. } t \in J \}$$

is nonempty.

(H2) There exists a Carathéodory function $Q : J \times \mathbb{R}_+ \to \mathbb{R}_+$ which is nondecreasing with respect to its second argument such that

$$\| F(t, y) \| := \sup \{ |v| : v(t) \in F(t, y) \} \leq Q(t, |y|) \text{ for a.e. } t \in J \text{ and } y \in \mathbb{R}.$$ 

(H3) The multi-valued map $t \mapsto G(t, y)$ is measurable for each $y \in \mathbb{R}$ and integrally bounded, i.e. there exists a function $M \in L^1 (J, \mathbb{R}_+)$ such that

$$\| G(t, y) \| := \sup \{ |g| : g(t) \in G(t, y) \} \leq M(t) \text{ for a.e. } t \in J \text{ and } y \in \mathbb{R}.$$ 

(H4) $G : J \times \mathbb{R} \to P_{boc} (\mathbb{R})$ and there exists a function $l \in L^1 (J, \mathbb{R})$ such that

$$H(G(t, x), G(t, y)) \leq l(t) |x - y|, t \in J$$

for all $x, y \in \mathbb{R}$ with

$$\frac{2}{\Gamma(\delta)} \| l \|_{L^1} < 1.$$ 

(H5) There exists a real number $r > 0$ such that

$$\frac{r}{|\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, r)dt + \| M \|_{L^1}} > 1.$$ 

Remark 2.1. It is known from Hu and Papageorgiou [16] that if $G$ is integrably bounded, then the set $S_{G,y} = \{ g \in L^1 (J, \mathbb{R}) : g(t) \in G(t, y) \}$ of all integrable selections of $G$ is closed and nonempty.

The following lemmas are of great importance in the proof of our main results.

Lemma 2.2. [11] Let $B(0, r)$ and $B [0, r]$ denote respectively the open and closed balls in a Banach space $E$ centered at origin and of radius $r$ and let $A : E \to P_{boc} (E)$ and $B : B [0, r] \to P_{boc} (E)$ be two multi-valued operators satisfying:

(i) $A$ is a multi-valued contraction, and
(ii) $B$ is upper semicontinuous and completely continuous.

Then either

(a) the operator inclusion $x \in A(x) + B(x)$ has a solution in $B [0, r]$, or
(b) there exists a $u \in E$ with $\| u \| = r$ such that $\lambda u \in A(u) + B(u)$ for some $\lambda > 1$.

Lemma 2.3. [17] Let $I$ be a compact real interval. Let $F$ be a multivalued map satisfying (H1) and let $F$ be a linear continuous from $L^1 (I, \mathbb{R}) \to C(I)$, then the operator

$$F \circ S_F : C(I) \to P_{boc}(C(I)) \ , \ y \mapsto (F \circ S_F)(y) = F(S_{F,y}),$$

is a closed graph operator in $C(I) \times C(I)$.
3. **Existence Results**

In this section, we shall present and prove our main result.

In view of Ref. [24], if \( y \in C(J) \) is a solution of the problem (1.1)-(1.2), then \( y \) satisfies the following inclusions

\[
y(t) \in \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} F(s, y(s)) \, ds \\
- \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} F(s, y(s)) \, ds \\
+ \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} G(s, y(s)) \, ds \\
- \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} G(s, y(s)) \, ds, \quad t \in J.
\]

Now we define the multivalued maps \( A \) and \( B \) as follows

\[
A(y) = \left\{ h \in C(J) : h(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} g(s) \, ds \right\}
\]

(3.1)

\[
B(y) = \left\{ z \in C(J) : z(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} f(s) \, ds \right\}
\]

(3.2)

We shall prove that the operators \( A \) and \( B \) satisfy all the conditions of Lemma 2.2.

**Lemma 3.1.** Assume that (H3)-(H4) hold. Then the operator \( A \) defined by (3.1) has bounded, closed and convex values on \( C(J) \).

**Proof.** From Remark 2.1 and condition (H3), the operator \( A \) has closed values. Next we show that \( A \) has convex and bounded values.

**Step 1.** \( A \) has convex values.

In fact, if \( h_1, h_2 \) belong to \( A(y) \), then there exist \( g_1, g_2 \in S_{G,y} \) such that, for each \( t \in J \), we have

\[
h_i(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} g_i(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} g_i(s) \, ds, \quad i = 1, 2.
\]

Let \( 0 \leq \lambda \leq 1 \). Then, for each \( t \in J \), we have

\[
[\lambda h_1 + (1-\lambda) h_2](t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} [\lambda g_1(s) + (1-\lambda) g_2(s)] \, ds \\
- \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} [\lambda g_1(s) + (1-\lambda) g_2(s)] \, ds.
\]

Since \( S_{G,y} \) is convex (because \( G \) has convex values), we obtain \( \lambda h_1 + (1-\lambda) h_2 \in A(y) \).

**Step 2.** \( A \) is bounded on bounded sets of \( C(J) \).
Thus, for each \( h \) there exists a function \( g \in S_{G,y} \) such that for each \( t \in J \),

\[
    h(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} g(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} g(s) \, ds.
\]

Then, by (H3) we have

\[
    |h(t)| \leq \frac{2}{\Gamma(\delta)} \int_0^1 M(t) \, dt.
\]

Thus, for each \( h \in A(B_q) \), we get

\[
    \|h\| \leq \frac{2}{\Gamma(\delta)} \int_0^1 M(t) \, dt.
\]

i.e. \( A \) is bounded on bounded sets of \( C(J) \).

**Lemma 3.2.** Suppose that (H3) and (H4) are satisfied. Then the operator defined by (3.1) is a contraction operator.

**Proof.** Let \( y, \overline{y} \in C(J) \) and \( h \in A(y) \). Then there exists a function \( g \in S_{G,y} \) such that for each \( t \in J \),

\[
    h(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} g(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} g(s) \, ds.
\]

From (H4) it follows that

\[
    H(G(t,y), G(t,\overline{y})) \leq l(t)|y(t) - \overline{y}(t)|.
\]

Hence there exists a function \( w \in G(t, \overline{y}) \) such that

\[
    |g(t) - w(t)| \leq l(t)|y(t) - \overline{y}(t)|.
\]

Consider the operator \( U(t) = S_{G,\overline{y}} \cap W(t) \), where

\[
    W(t) = \{ w : |g(t) - w(t)| \leq l(t)|y(t) - \overline{y}(t)| \}.
\]

Since the multivalued operator \( U(t) \) is measurable (see [2, Proposition III. 4]), there exists a measurable selection function \( \overline{y}(t) \) for \( U \). Thus, \( \overline{y}(t) \in G(t, \overline{y}) \) and

\[
    |g(t) - \overline{y}(t)| \leq l(t)|y(t) - \overline{y}(t)|.
\]

Define

\[
    \overline{h}(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} \overline{y}(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} \overline{y}(s) \, ds.
\]

It follows that \( \overline{h} \in A(\overline{y}) \) and

\[
    |h(t) - \overline{h}(t)| \leq \frac{1}{\Gamma(\delta)} \left| \int_0^t (t-s)^{\delta-1} [g(s) - \overline{y}(s)] \, ds \right| + \frac{t}{\Gamma(\delta)} \left| \int_0^1 (1-s)^{\delta-1} [g(s) - \overline{y}(s)] \, ds \right|
\]

\[
    \leq \frac{2}{\Gamma(\delta)} \int_0^1 |g(s) - \overline{y}(s)| \, ds
\]

\[
    \leq \frac{2}{\Gamma(\delta)} \int_0^1 l(s) |y(s) - \overline{y}(s)| \, ds
\]

\[
    \leq \frac{2}{\Gamma(\delta)} \|l\|_{L_1} \|y - \overline{y}\|.
\]
Then
\[ \|h - \overline{h}\| \leq \frac{2}{\Gamma(\delta)} \|t\|_{L^1} \|y - \overline{y}\|. \]

From this and the analogous inequality obtained by interchanging the roles of \(y\) and \(\overline{y}\), we get
\[ H(A(y), A(\overline{y})) \leq \frac{2}{\Gamma(\delta)} \|t\|_{L^1} \|y - \overline{y}\|. \]

This shows that \(A\) is a multivalued contraction, since \(\frac{2}{\Gamma(\delta)} \|t\|_{L^1} < 1\) by (H4).

**Lemma 3.3.** Assume that (H1)-(H2) hold. Then the operator defined by (3.2) is completely continuous with convex values.

**Proof.** For the sake of convenience, we break the proof into several steps.

**Step 1.** \(B(y)\) is convex for each \(y \in C(J)\).

In fact, if \(z_1, z_2\) belong to \(B(y)\), then there exist \(f_1, f_2 \in S_{F,y}\) such that, for each \(t \in J\), we have
\[
z_i(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta - 1} f_i(s) ds \]
\[ - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta - 1} f_i(s) ds, \quad i = 1, 2. \]

Let \(0 \leq \lambda \leq 1\). Then, for each \(t \in J\), we have
\[
[\lambda z_1 + (1 - \lambda) z_2](t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta - 1} [\lambda f_1(s) + (1 - \lambda) f_2(s)] ds \]
\[ - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta - 1} [\lambda f_1(s) + (1 - \lambda) f_2(s)] ds. \]

Since \(S_{F,y}\) is convex (because \(F\) has convex values), we obtain \(\lambda z_1 + (1 - \lambda) z_2 \in B(y)\).

**Step 2.** \(B\) is bounded on bounded sets of \(C(J)\).

Let \(B_y = \{ y \in C(J) : \|y\| \leq q \}\) be a bounded set in \(C(J)\). Now, for each \(y \in B_y\), \(z \in B(y)\), there exists a function \(f \in S_{F,y}\) such that for each \(t \in J\),
\[
z(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta - 1} f(s) ds \]
\[ - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta - 1} f(s) ds, \]

Then, by (H2) we have
\[
|z(t)| \leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, |y(t)|) dt \]
\[ \leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, \|y\|) dt \]

Thus, for each \(z \in B(B_y)\), we get
\[ \|z\| \leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, q) dt. \]

i.e. \(B\) is bounded on bounded sets of \(C(J)\).

**Step 3.** \(B\) sends bounded sets into equicontinuous sets of \(C(J)\).
Let \( t', t'' \in J, t' < t'' \) and \( B_q = \{ y \in C(J) : \|y\| \leq q \} \) be a bounded set in \( C(J) \). If \( y \in B_q \) and \( z \in B(y) \), then there exists a function \( f \in S_{F,y} \) such that for each \( t \in J \) we have

\[
z(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta-1} f(s) ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} f(s) ds.
\]

Thus

\[
|z(t'') - z(t')| \\
\leq |(\beta - \alpha) (t'' - t') + I^\delta f(t'') - I^\delta f(t')| \\
- \frac{t'' - t'}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} f(s) ds \\
\leq |\beta - \alpha| (t'' - t') + \frac{t'' - t'}{\Gamma(\delta)} \int_0^1 Q(s, q) ds \\
+ \left| \frac{1}{\Gamma(\delta)} \int_0^{t'} \left[ (t'' - s)^{\delta-1} - (t' - s)^{\delta-1} \right] f(s) ds \right| \\
+ \left| \frac{1}{\Gamma(\delta)} \int_{t'}^{t''} (t'' - s)^{\delta-1} f(s) ds \right| \\
\leq |\beta - \alpha| (t'' - t') + \frac{t'' - t'}{\Gamma(\delta)} \int_0^1 Q(s, q) ds \\
+ \frac{1}{\Gamma(\delta)} \int_0^{t'} \left| (t'' - s)^{\delta-1} - (t' - s)^{\delta-1} \right| Q(s, q) ds \\
+ \frac{1}{\Gamma(\delta)} \int_{t'}^{t''} Q(s, q) ds.
\]

The right hand side of the above inequality tends to zero independently of \( y \in B_q \) as \( t'' \to t' \).

As a consequence of Step 1 to Step 3 together with the Ascoli-Arzelà theorem, we can conclude that \( B \) is a compact valued map.

**Step 4.** \( B \) has closed graph.

Let \( y_n \to y_* \), \( z_n \in B(y_n) \) and \( z_n \to z_* \). We need to show that \( z_* \in B(y_*) \). The relation \( z_n \in B(z_n) \) means that there exists \( f_n \in S_{F,y_n} \) such that for each \( t \in J \),

\[
z_n(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta-1} f_n(s) ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} f_n(s) ds.
\]

We must show that there exists \( f_* \in S_{F,y_*} \) such that for each \( t \in J \),

\[
z_*(t) = \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t - s)^{\delta-1} f_*(s) ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1 - s)^{\delta-1} f_*(s) ds.
\]
Consider the continuous linear operator
\[
F : L^1(J, \mathbb{R}) \to C(J)
\]
\[
f \mapsto F(f)(t) = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} f(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} f(s) \, ds.
\]
Clearly,
\[
\| (z_n(t) - \alpha - (\beta - \alpha) t) - (z_* (t) - \alpha - (\beta - \alpha) t) \| \to 0, \quad \text{as} \ n \to \infty.
\]
From Lemma 2.3 it follows that \( F \circ S_F \) is a closed graph operator. Moreover, we have
\[
z_n(t) - \alpha - (\beta - \alpha) t \in F(S_{F,y_n}).
\]
Since \( y_n \to y_* \), Lemma 2.3 implies that
\[
z_*(t) - \alpha - (\beta - \alpha) t = \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} f_*(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} f_*(s) \, ds
\]
for some \( f_* \in S_{F,y_*} \).
Therefore, \( B \) is a compact multivalued map, u.s.c. with convex closed values.

**Theorem 3.4.** Suppose that (H1)-(H5) are satisfied. Then the problem \((1.1)-(1.2)\) admits at least one solution on \( J \).

**Proof.** Define an open ball \( B(0, r) \) in \( C(J) \), where the real number \( r \) satisfies the inequality given in (H5). As a consequence of Lemmas 3.1-3.3, we can see that the operator \( A \) and \( B \) satisfy all the conditions of Lemma 2.2. Now, we shall show that the second assertion of Lemma 2.2 is not true. Let \( u \in C(J) \) be a possible solution of \( \lambda u \in A(u) + B(u) \) for some \( \lambda > 1 \) with \( \| u \| = r \). Then there exist \( f_u \in S_{F,u} \) and \( g_u \in S_{G,u} \) such that for each \( t \in J \) we have
\[
u(t) = \frac{1}{\lambda} \left( \alpha + (\beta - \alpha) t + \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} f_u(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} f_u(s) \, ds
\]
\[+ \frac{1}{\Gamma(\delta)} \int_0^t (t-s)^{\delta-1} g_u(s) \, ds - \frac{t}{\Gamma(\delta)} \int_0^1 (1-s)^{\delta-1} g_u(s) \, ds \right).
\]
In view of (H2)-(H3) we obtain
\[
|u(t)| \leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, |u|) \, dt + \frac{2}{\Gamma(\delta)} \int_0^1 M(t) \, dt
\]
\[\leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, \| u \|) \, dt + \frac{2}{\Gamma(\delta)} \| M \|_{L^1}.
\]
Thus we have
\[
\| u \| \leq |\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, \| u \|) \, dt + \frac{2}{\Gamma(\delta)} \| M \|_{L^1}.
\]
Substituting \( \| u \| = r \) in the above inequality yields
\[
\frac{r}{|\alpha| + |\beta - \alpha| + \frac{2}{\Gamma(\delta)} \left( \int_0^1 Q(t, r) \, dt + \| M \|_{L^1} \right)} \leq 1,
\]
which contradicts (H5). As a result, the conclusion of (b) in Lemma 2.2 does not hold. Consequently, the conclusion of (a) in Lemma 2.2 implies that the problem \((1.1)-(1.2)\) has at least one solution on \( J \). This ends of the proof.
Let $G \equiv 0$, then the problem (1.1)-(1.2) reduces to the following differential inclusions which was considered in [5]

\begin{align}
\frac{\partial}{\partial \tau} D_0^\delta y (t) & \in F(t, y(t)), t \in J := [0, 1], \delta \in (1, 2), \\
y(0) &= \alpha, y(1) = \beta, \alpha \beta \neq 0.
\end{align}

Now from Theorem 3.4, we can obtain the following corollary.

**Corollary 3.5.** Assume that (H1)-(H2) hold. Suppose further that if there exists a real number $r > 0$ such that

$$r \left|\alpha\right| + \left|\beta - \alpha\right| + \frac{2}{\Gamma(\delta)} \int_0^1 Q(t, r) dt > 1.$$ 

Then the problem (3.3)-(3.4) has at least one solution on $J$.

**Remark 3.1.** Let $F(t, y) = \{f(t, y)\}$ in the problem (3.3)-(3.4), where $f : J \times \mathbb{R} \to \mathbb{R}$ is a continuous function. Then Corollary 3.5 gives a new sufficient condition for the corresponding single-valued problem in [24]. And also this corollary presents a new existence theorem for the problem discussed in [5].
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