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ABSTRACT. The relationship between a variant of the rank of a univariate Birkhoff interpola-
tion problem, called normal rank, and other numbers of interest associated to the interpolation
problem is studied.
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1. I NTRODUCTION

An m × d matrix E = [eij]
m d−1
i=1, j=0 is an incidence matrixif its entrieseij are0 or 1. As-

sume that the number of ones inE, denoted by|E|, is equal ton and letX ∈ χ(E) =
{(x1, . . . , xm) | x1 < · · · < xm}. The pairE, X is calledregular (or poised) if the determi-
nantD(E, X) of the matrix

A(E, X) =

[
x−j

i

(−j)!

x1−j
i

(1− j)!

x2−j
i

(2− j)!
. . .

xn−1−j
i

(n− 1− j)!
; eij = 1

]
is nonzero; otherwiseE, X is singular. Notice thatE, X is regular if and only if for each
choice of valuescij (defined foreij = 1) there exists a unique interpolating polynomialP (x) =∑n−1

k=0 ak
xk

k!
that satisfies the conditions

(1.1) P (j)(xi) = cij, eij = 1

or, equivalently, if the unique polynomial of degree at mostn − 1 annihilated byE, X (i.e.
satisfies conditions (1.1) whencij = 0) is the trivial polynomialP ≡ 0. If E, X is regular then
there exists a unique monic polynomial of degreen annihilated byE, X ([5, 6]). A review on
algebraic Birkhoff interpolation can be found in Lorentz, et al. [4].

We introduce thenormal rankof the pairE, X as the order of the largest nonzero initial
minor of A(E, X). By initial minor of orderq we mean the determinant of a matrixAq which
is obtained from anyq rows and the firstq columns ofA(E, X). Notice that the normal rank is
less or equal to the rank ofA(E, X). Moreover, the pairE, X is regular if and only if its normal
rank is equal ton.

Proposition 1.1. LetD = det Aq be a nonzero initial minor of orderq of A(E, X). If all initial
minors of orderq+1 which are obtained fromAq by adding a row ofA(E, X) and the(q+1)-th
column ofA(E, X) are zero, then the normal rank ofE, X is equal toq.

Proof. Assume thatq < p wherep is the normal rank ofE, X. The firstp columns ofA(E, X)
are linearly independent, and hence so are the firstq + 1 columns. It follows that some initial
minor ofA(E, X) obtained fromAq by adding a row and the(q + 1)-th column ofA(E, X) is
nonzero, and this led us to a contradiction.

The preceding result let us to compute the normal rank in a similar way as we compute the
rank.

Our goal in this note is to study the relationship between the normal rank and other numbers
of interest associated to the interpolation problem.

2. THE MAIN RESULT

Taking into account the preceding considerations, we can now state and prove our main result.
We use the following notation. IfE ′ =

[
e′ij

] m d−1

i=1, j=0
is an incidence matrix of the same size as

E, we writeE ′ ≤ E if e′ij ≤ eij for all i, j. We have,

Theorem 2.1.For a pair E, X let ` ands be constants defined by:

(i) ` is the lowest degree of the nontrivial polynomials annihilated byE, X.
(ii) s is the largest nonnegative integer number for which there exists an incidence matrix

E ′ of the same size asE such thatE ′, X is regular,E ′ ≤ E and|E ′| = s.

Then` = s = r∗ wherer∗ is the normal rank ofE, X.
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Before giving the proof of the theorem we notice that numbers in (ii) has special meaning in
the case whenE, X is singular. In fact, every pairE ′, X with E ′ ≤ E defines some equations
from (1.1). That is, as many equations as ones inE ′. Therefore,s coincides with the great-
est number of interpolatory conditions obtained from (1.1) so that the resulting interpolatory
conditions determine a regular problem.

Proof. Let n be the number of ones inE. The fact thats = r∗ is immediate because of the
initial minors ofA(E, X) coincide with the determinants of the formD(E ′, X) with E ′ ≤ E.
In what follows, we will establish that̀ = s. Firstly, we prove that̀ ≥ s. Indeed, letP 6≡ 0
be a polynomial of degreel annihilated byE, X and we consider a matrixE ′ ≤ E with s ones
and such thatE ′, X is regular. SinceP is annihilated byE ′, X thenl ≥ s and thereforè ≥ s.
Secondly, we prove that` ≤ s. In fact, letE ′ =

[
e′ij

] m d−1

i=1, j=0
≤ E be a matrix withs ones and

such thatE ′, X is regular, and letP be the unique monic polynomial of degrees annihilated by
E ′, X.

We claim thatP is annihilated byE, X. In fact, it suffices to prove that ifei0,j0 = 1 is an
entry one of the matrixE with e′i0,j0

= 0, thenP (j0)(xi0) = 0. Let E ′′ be the matrix obtained
from E ′ by replacing entrye′i0,j0

= 0 by e′i0,j0
= 1. This matrix hass + 1 ones and satisfies

E ′ ≤ E ′′ ≤ E. From the definition ofs we have thatE ′′, X is a singular pair. Consider a
polynomialQ 6≡ 0 of degree at mosts annihilated byE ′′, X. In particular this polynomial
satisfiesQ(j0)(xi0) = 0. SinceE ′, X is regular andQ is also annihilated byE ′, X, we have
Q ≡ λP for some constantλ 6= 0 and henceP (j0)(xi0) = 1

λ
Q(j0)(xi0) = 0. It follows thatP is

annihilated byE, X.
Thus,P is a polynomial of degrees annihilated byE, X and thereforè ≤ s. This completes

the proof.

Finally, we give some examples of application of the preceding result. Let

(2.1) E1 =

 1 0

E
1 0

 andE2 =


1 0
1 0

E
1 0
1 0


be defined by blocks, whereE = [ēij]

k 1
i=1, j=0 is a matrix with zeros in the first column and

ones in the second column. The number of ones inE1 andE2 is n1 = k + 2 andn2 = k + 4
respectively. IfP is a nontrivial polynomial annihilated byE1, X1 or E2, X2, then its derivative
P ′ has at leastk andk + 2 distinct zeros respectively (forE2 this fact follows from Rolle’s
Theorem) and so the degree ofP is at leastk + 1 andk + 3 respectively. By applying Theorem
2.1 we get that the normal ranksr∗1 andr∗2 of E1, X1 andE2, X2 satisfyr∗1 ≥ k + 1 = n1 − 1
andr∗2 ≥ k + 3 = n2 − 1. Notice that if we apply Theorem 2.1 toE2, X2 again, we obtain that
there exists a matrixE ′

2 ≤ E2 with |E ′
2| ≥ n2 − 1 and beingE ′

2, X2 regular. It is an interesting
fact since all matricesE ′

2 ≤ E2 with |E ′
2| ≥ n1 − 1 have at least one row with exactly one

odd supported sequence and they satisfy the strong Pólya condition and therefore they are order
singular matrices (see [2, 4]).

For a matrixE let r(E) be the lowest possible rank ofA(E, X) with X ∈ χ(E). Lower
bounds forr(E) have been studied in ([1, 3, 4]). The best of them can be found in [4, p. 14]
and states that ifE is a Pólya matrix withn ones andp odd supported sequences then

(2.2) r(E) ≥ n−
[
p + 1

2

]
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where[x] denotes the integer part ofx. In some cases the normal rank can be used to improve
(2.2). In fact, we haver(E) ≥ r∗(E) wherer∗(E) is the lowest possible normal rank ofE, X
with X ∈ χ(E). For matricesE1 andE2 in (2.1) we have proved thatr∗(E1) ≥ n1 − 1 and
r∗(E2) ≥ n2 − 1. It follows thatr(E1) ≥ n1 − 1 andr(E2) ≥ n2 − 1 but, on the other hand,
inequality (2.2) only assures thatr(E1) ≥ n1 − [n1−1

2
] = [n1

2
] + 1 andr(E2) ≥ n2 − [n2−3

2
] =

[n2

2
] + 2.

3. CONCLUDING REMARKS

In this note we have introduced the normal rank of a pairE, X and we have shown that it
coincides with the lowest possible degree of polynomials annihilated byE, X and the greatest
number of regular interpolatory conditions that can be obtained from the corresponding inter-
polation problem. Any of this numbers can be used to compute the normal rank. We have also
seen that for some matrices the normal rank let us to improve the classical lower bounds for the
rank. Finally, we notice that Theorem 2.1 remains valid when the knotsxi are distinct complex
numbers, not necessarily real.
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