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ABSTRACT. It is well-known that for sufficiently smooth integrands on an interval, numerical in-
tegration can be performed stably and efficiently via the classical (polynomial) Gauss quadrature
formulae. However, for many other sets of integrands these quadrature formulae do not perform
well. A very natural way of avoiding this problem is to include a wide class among arbitrary
functions (not necessary polynomials) to be integrated exactly. The spline functions are natural
candidates for such problems. In this paper, after studying Gaussian type quadrature formulae
which are exact forsplinefunctions and which contain boundary terms involving derivatives at
both end points, we present a fast algorithm for computing their nodes and weights. It is also
shown, taking advantage of the close connection with ordinary Gauss quadrature formula, that
the latter are computed, via eigenvalues and eigenvectors of real symmetric tridiagonal matrices.
Hence a new class of quadrature formulae can then be computed directly by standard software
for ordinary Gauss quadrature formula. Comparative results with classical Gauss quadrature
formulae are given to illustrate the numerical performance of the approach.
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2 ALLAL GUESSAB

1. I NTRODUCTION AND MOTIVATIONS

Many commonly quadrature formulae consist of approximating the integrand by a polyno-
mial and then integrating this polynomial exactly. For integrand functions that are better ap-
proximated by polynomials, the classical (polynomial) Gaussian quadrature formulae (i. e.,
those which integrate polynomials of maximum possible degree) have traditionally been more
finding a stable, reliable and, more importantly, inexpensive procedure for their construction is
still open. Recently, Ma, Rokhlin and Wandzura [19] have presented a numerical algorithm for
the construction of Gaussian quadrature formulae for systems of arbitrary functions, but their
method, which requires the solution of large nonlinear systems, lacks the rapid convergence and
elegance of the polynomial case.

Spline functions are piecewise polynomials which satisfy certain continuity constraints at the
joints (called the ‘nodes’ of the spline). They can be represented in a compact way using the
so-called B-splines. An advantage of spline quadrature formulae over classical polynomials
methods is that they make it possible to use irregular (adaptively derived) refinement of the
mesh, which allows to branch more points in places where the integrand is not smooth and use
less points where it is. They often help to find a fast and accurate evaluation, differentiation or
integration, see [6] and [28].

This paper studies quadrature formulae which have amaximum degree of exactness(abbr.
MDE) and that integrate many monomials and some spline functions exactly, it presents a rapid
algorithm for their computations. This approach does not seem to have been usednumerically
in the literature. An exception is [24], where the simplest cases of ordinary splines of degree
1 with arbitrary nodes and degree2 for the case of equidistant nodes are considered. For the
general case, surprisingly no efficient algorithm is known to compute such quadrature formulae.

Let n andr be positive integers,M = (m1, ...,mr) a vector of integers with1 ≤ mi ≤ n,
i = 1, ..., r, and∆ = (ζ0, ..., ζr+1) a sequence of nodes with

−1 = ζ0 < ζ1 < ... < ζr < ζr+1 = 1.

Let S(Pn−1;∆;M) be the linear space of spline functions of degreen− 1 (n ≥ 1) with nodes
ζ1, ..., ζr having multiplicitiesm1, ..., mr respectively. That is, everyS ∈ S(Pn−1;∆;M) is a
polynomial with real coefficients and of degreen− 1 in each of intervals

(−∞, ζ0) , [ζ0, ζ1) , ...,
[
ζr+1,∞

)
,

andS belongs toCn−mi−1 in a neighborhood ofζ i but not inCn−mi . It follows that anyS ∈
S(Pn−1;∆;M) has a representation of the form

S(t) =
n−1∑
i=0

ait
i +

r∑
i=1

mi∑
j=1

bij(t− ζ i)
n−j
+

where all the coefficientsai andbij are real numbers and(t − ζ i)
n−j
+ is the truncated power

defined as(t− ζ i)
n−j if t ≥ ζ i, and zero otherwise.

Let n, k, r, s,m1, m2, ...,mr be given such thatn ≥ 1 and

(1.1) 2s := n +
r∑

i=1

mi,

it is well known that, for fixedζ1, ..., ζr, the linear spaceS(Pn−1;∆;M) is of dimension2s
(see, for example, [16]).
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GAUSSIAN QUADRATURES FOR SPLINES 3

In this paper, we propose to compute the nodesxi,s = xi,s(dσ;∆;M), the weightsλi,s =
λi,s(dσ;∆;M) andωj,s = ωj,s(dσ;∆;M) (provided they exist) of the general quadrature for-
mula

(1.2)

∫ 1

−1
f(t) dσ = Qk,s(f ; dσ;∆;M) + Rk,s(f ; dσ;∆;M)

=
s∑

i=1

λi,sf(xi,s) +
k∑

j=1

ωj,sCj(f) + Rk,s(f ; dσ;∆;M),

which integrates each element of the spline spaceS(Pn+k−1;∆;M) exactly, that is,∫ 1

−1

f(t) dσ =
s∑

i=1

λi,sf(xi,s) +
k∑

j=1

ωj,sCj(f), ∀f ∈ S(Pn+k−1;∆;M).

Here and subsequently,Cl, l = 1, ..., k, are given linear functionals of the form

(1.3) Cl(f) =

ql−1∑
m=0

almf (m)(−1) +

q
′
l−1∑
p=0

blpf
(p)(1), l = 1, ..., k.

In analogy with some well-known polynomial case [11], we call these functionalsgeneral-
ized Gauss-Lobatto-Birkhoffquadrature formulae for spline functions. Indeed, since2s =
n +

∑r
i=1 mi, the MDE(Qk,s) is equal to the number of “free” parameters appearing onQk,s,

and that in the limit caser = 0 (i. e. ordinary polynomial case) choosing appropriately the
functionalCj we obtain the well-known Gauss quadrature formula, as well as the quadrature
formulae usually associated with the names of Radau, Lobatto and Birkhoff. For the general
polynomialcase, details of existence, uniqueness, and a more general discussion, including the-
oretical results, applications and numerical approximations of (1.2), may be found in [9], and
in fact that work is the source of the present work.

The main contribution of this paper is a procedure for computing specifically the nodesxi,s

and the weightsλi,s andωj,s of (1.2) The great advantage of the new algorithm lies in the fact
that it offers an efficient way of reducing the computation of (1.2) to the well-studied prob-
lem of computing ordinary Gaussian quadrature formulae from recurrence coefficients, and
can therefore be brought into the realm of stable modern methods of constructing orthogonal
polynomials; see Gautschi [11]. In fact, we shall show, under additional assumptions on the
functionalsCj which guarantee existence ofQk,s, that allnodesandweightsof (1.2) can again
be computed as eigenvalues and first component of the orthonormalized eigenvectors of spe-
cific real symmetric tridiagonal matrices. Also, our approach is conceptually simple and more
amenable than the method given in [19] and leads to considerable savings in computational
time, since our construction makes no appeal to solving large nonlinear systems. Finally, com-
parisons of the new quadrature formulae with the ordinary Gauss quadrature formulae indicate
that the former are much better than the later.

The remainder of this paper is organized as follows. In the next section, we state and prove,
under certain assumptions about boundary conditions, existence and uniqueness of (1.2). We
also develop some of their properties. The main results given in section 3 show how such quad-
rature formulae can be constructed, and in section 4, examples of such quadrature formulae
are given. section 5 presents results of numerical experiments involving polynomialC0−spline
Gauss quadrature formulae. Finally, in section 6 we summarize this research and discuss possi-
ble future work.

Throughout this paper, we take the integration interval[−1, 1] as a matter of convenience and
we assume that∆, M and the measureσ are fixed. Therefore, for the sake of simplicity, we
shall freely omit∆, M anddσ from our notation.
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4 ALLAL GUESSAB

2. EXISTENCE OF THE QUADRATURES AND SOME OF THEIR PROPERTIES

In this section, with additional assumptions on the functionalsCl, we show that there exists
one and only one quadrature formula of type (1.2). This result was originally proved by Mic-
chelli and Pinkus [21, Theorem 3.1] in their development of the general theory of the moment
theory; however the proof given there is nonconstructive and uses this theory as the primary
tool. In fact, we show that the existence and uniqueness of (1.2) is an immediate consequence
of a recent result of Bojanov, Grozev and Zhensykbaev [4]. We also show that (1.2) possesses
most of the desirable properties of the classical polynomial Gaussian quadrature formulae, for
example the free nodes are all located in the support of the measure, the interior nodes have the
interlacing property and importantly the weightsλi,s are all positive. These, as is known, are
important properties that numerical quadrature formulae required to have. We close this section
with a result concerning the remainder of the quadrature formula (1.2).

We first introduce some basis notations that will be used in the subsequent sections. Let
the functionf in (1.2) be differentiable on[−1, 1] as many times as needed. For given linear
functionals

Cl(f) =

ql−1∑
m=0

almf (m)(−1) +

q′l−1∑
p=0

blpf
(p)(1), l = 1, ..., k,

we shall denote byTk(PN+k−1;∆;M) the subspace defined by

Tk(PN+k−1;∆;M) = {S ∈ S(PN+k−1;∆;M), Cl(S) = 0, l = 1, ..., k} .

We next state some hypotheses which we shall require to hold for the approximation subspace
Tk(PN+k−1;∆;M). We assume that ( see [21])

(2.1) Tk(PN+k−1;∆;M) is a weak Chebyshev system of dimensionN +
r∑

i=1

mi.

Let {uj}
N+

∑r
l=1 ml

j=1 be a basis forTk(PN+k−1;∆;M). We also assume that for every integerN

the set of the linear functionals{Cl}k
l=1 is independent overTk(PN+k−1;∆;M), that is

(2.2) rank‖Ci(uj)‖
k, N+

∑r
l=1 ml

i=1, j=1 = k,

Recall that a linear subspaceUm−1 of C [−1, 1] of dimensionm spanned by the functions
u1, ..., um is called aChebyshev systemon [−1, 1] if∣∣∣∣∣∣

u1(t1) ... u1(tm)
...

...
um(t1) ... um(tm)

∣∣∣∣∣∣ > 0

for all −1 ≤ t1 < ... < tm ≤ 1.
The setUm−1 is called aweak Chebyshev systemon [−1, 1] if for all points−1 ≤ t1 < ... <

tm ≤ 1, ∣∣∣∣∣∣
u1(t1) ... u1(tm)

...
...

um(t1) ... um(tm)

∣∣∣∣∣∣ ≥ 0.
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GAUSSIAN QUADRATURES FOR SPLINES 5

We follow Micchelli and Pinkus [21] by considering the convexity cone generated byUm−1;
that is,f ∈ K(Um−1) if f is a function defined on[−1, 1] which satisfies the inequality∣∣∣∣∣∣∣∣

u1(t1) ... u1(tm+1)
...

...
...

um(t1) ... um(tm+1)
f(t1) ... f(tm+1)

∣∣∣∣∣∣∣∣ ≥ 0,

for all −1 < t1 < ... < tm+1 < 1.
Let us supposeN +

∑r
i=1 mi = 2s. As in [4, Theorem 3], we shall next assume that, there

exist points−1 < x∗1 < ... < x∗s < 1 such that the system of equations,

(2.3)
u(x∗i ) = 0, i = 1, ..., s,
u′(x∗i ) = 0 i = 1, ..., s,

has only the trivial solution inTk(PN+k−1;∆;M). We also make the following restrictions on
the coneK(T k(PN+k−1;∆;M)): for each points−1 < t1 < ... < ts < 1 the set

(2.4) {(f(t1), f
′(t1), ..., f(ts), f

′(ts)), f ∈ K(T k(PN+k−1;∆;M))}
contains a basis forR2s.

These standing hypotheses, which are used in [4] and [21], will not be mentioned explicitly
in the results of this paper.

In order to illustrate assumptions (2.1) and (2.2), we list below a few known functionals
which satisfy these hypotheses. We refer the interested reader to [20] and [21, p. 216] where
these functionals have been studied in detail.

Example 2.1.Functionals with anti-symmetric boundary conditions

(2.5) Ci(f) = f (i)(−1)− f (i)(1), i = 0, 1, ..., k − 1.

Example 2.2.Functionals with Birkhoff boundary conditions

(2.6)
Cµ(f) = f (iµ)(−1), µ = 1, ..., p,
Cµ(f) = f (jµ)(1), µ = p + 1, ..., k,

where0 ≤ i1 ≤ ... ≤ ip ≤ N + k − 1, 0 ≤ j1 ≤ ... ≤ jp ≤ N + k − 1, andM
′
ν−1 + 2s ≥ ν,

ν = 2s + 1, ..., N + k, whereM ′
ν counts the number of integers in{i1, ..., ip, j1, ..., jq} less

than or equal toν. Another important class of functionals, which satisfy certain determinantal
conditions (see[21, p. 216, Example 3.5]), is the set of functionals with separate boundary
conditions

(2.7)
Cl(f) =

∑ql−1
j=0 aljf

(j)(−1), l = 1, ..., p,

Cl(f) =
∑q′l−1

j=0 bljf
(j)(1), l = p + 1, ..., k.

Also, for the general case (1.3) examples are given in[20] and[21, p. 214].

We shall now discuss, under assumptions (2.1), (2.2), (2.3) and (2.4) the existence and
uniqueness results of (1.2). We show that the latter follow from a recent result of [4, Theo-
rem 3], which ensures that there exist unique nodes{xi,s}s

i=1 and unique coefficients{λi,s}s
i=1

such that

(2.8)
∫ 1

−1

f(t) dσ =
s∑

i= 1

λi,sf(xi,s), ∀f ∈ Tk(Pn+k−1;∆;M),

with xi,s ∈ (−1, 1) andλi,s > 0, i = 1, . . . , s. This simplifies the proof considerably since
n +

∑r
i=1 mi = 2s and then [4, Theorem 3] representation theorem is applicable.

AJMAA, Vol. 1, No. 2, Art. 1, pp. 1-27, 2004 AJMAA

http://ajmaa.org


6 ALLAL GUESSAB

We first recall a lemma which will be useful in the proof of the existence of (1.2). This result
is given in [4, Lemma 3].

Lemma 2.1. If xi,s, i = 1, ..., s are the nodes of (2.8), then the interpolation problem,

(2.9)
u(xi,s) = 0, i = 1, ..., s,
u′(xi,s) = 0, i = 1, ..., s,

has only the trivial solution inTk(Pn+k−1;∆;M).

Remark 2.1. It is an elementary fact that the linear system (2.9) is equivalent to the homoge-
neous set of equations inS(Pn+k−1;∆;M)

(2.10)
u(xi,s) = 0, i = 1, ..., s,
u′(xi,s) = 0, i = 1, ..., s,
Cl(u) = 0, l = 1, ..., k.

Then (2.9) is equivalent to saying that the linear system (2.10) has only the zero solution in
S(Pn+k−1;∆;M).

Theorem 2.2.Given a nonnegative measuredσ and nonnegative integersn, k, r, s, m1, m2, ...,mr

with n ≥ 1 such thatn +
∑r

i=1 mi = 2s, then there exists a unique quadrature formula of type
(1.2), which exactly integrates all spline functions ofS(Pn+k−1;∆;M). The nodesx1,s, . . . , xs,s

are all located in the open interval(−1, 1), and their weightsλ1,s , . . . , λs,s are all positive.

Proof. I) Uniqueness result.In order to prove uniqueness we suppose that there is another
quadrature formula of the form∫ 1

−1

f(t) dσ =
s∑

i=1

_
λi,sf(

_
xi,s) +

k∑
j=1

_
ωj,sCj(f) + R̄k,s(f),

having the desired property, and which also is exact for all splines fromS(Pn+k−1;∆;M).
On account of the uniqueness of the quadrature formula (2.8), it suffices to prove the equality
of quadrature weightsωj,s =

_
ωj,s, j = 1, ..., k. This fact follows fairly easily from the rank

property (2.2).
II) Existence result. We require of a good quadrature formula that its nodes be in the support

of the measure. We show that, for (1.2), this holds true. To this end, letxi,s, i = 1, . . . , s, be the
nodes of the quadrature formula (2.8). It follows from our previous remark that for all real data{
yj

i

}s,1

i=1,j=0
and{cl}k

l=1 , there exists only one splineS ∈ S(Pn+k−1;∆;M) such that

(2.11)
S(xi,s) = y0

i , i = 1, ..., s,
S ′(xi,s) = y1

i , i = 1, ..., s,
Cl(S) = cl, l = 1, ..., k.

Let In+k−1(f) be the interpolation operator ofS(Pn+k−1;∆;M) based on the data

{f(xi,s), f ′(xi,s), i = 1, . . . , s; Cj(f), j = 1, . . . , k} .

Then, it is well-known that

In+k−1(f)(t) =
1∑

j=0

s∑
i=1

f (j)(xi,s)h
(j)
i,s (t) +

k∑
j=1

Cj(f)lj,s(t),
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whereh
(j)
i,s andlj,s are the so-called fundamental spline functions. SinceIn+k−1(f) = f for all

f ∈ S(Pn+k−1;∆;M), an integration ofIn+k−1(f) leads to the following quadrature formula,

(2.12)
∫ 1

−1

f(t) dσ =
1∑

j=0

s∑
i=1

λ
(j)
i,s f (j)(xi,s) +

k∑
j=1

ωj,sCj(f) + Rk,s(f),

where

λ
(j)
i,s =

∫ 1

−1

h
(j)
i,s (t) dσ, andωj,s =

∫ 1

−1

lj,s(t) dσ.

Note thath
′
i,s ∈ Tk(Pn+k−1;∆;M), for all i = 1, ..., s, and vanishes at the nodes of (2.8), then

applying (2.8) toh
′
i,s, we obtainλ(1)

i,s = 0, i = 1, ..., s. This establishes existence.

The proof shows in particular that the interior nodes of (1.2) are those of the quadrature
formula (2.8).

Our next theorem shows, as it is known for the classical polynomial case, that the interior
nodes of (1.2) have the interlacing property. To simplify the discussion, we first state and prove
a theorem which works for the case where the functionnalsCj(.), j = 1, ..., k are given such that
Tk(Pn+k−1;∆;M) is a Chebyshev system on[−1, 1] , and then we mention how we can apply
this result to give a simple proof in the case whenIk (Pn+k−1;∆;M) is a weak Chebyshev
system.

Theorem 2.3.Letn, s, k, r,m1, m2, ...,mr be given as in Theorem 2.2. Assume that
Tk(Pn+k−1;∆;M) is a Chebyshev system on[−1, 1] , and∫ 1

−1

f(t) dσ =
s∑

i=1

λi,sf(xi,s) +
k∑

j=1

ωj,sCj(f) + Rk,s(f),

∫ 1

−1

f(t) dσ =
s+1∑
i=1

λi,s+1f(xi,s+1) +
k∑

j=1

ωj,s+1Cj(f) + Rk,s+1(f),

with Rk,s(S(Pn+k−1;∆;M)) = 0, Rk,s+1(S(Pn+k+1;∆;M)) = 0, −1 < x1,s < . . . < xs,s <
1 and−1 < x1,s+1 < . . . < xs+1,s+1 < 1. Then the following interlacing property holds:

−1 < x1,s+1 < x1,s < x2,s+1 < x2,s < . . . < xs,s < xs+1,s+1 < 1.

Proof. Arguing by contradiction, we suppose there existsµ with

xµ,s /∈ [xµ,s+1, xµ+1,s+1].

Define the spline functionSµ ∈ S(Pn+k−1;∆;M) by the interpolation conditions

Sµ(xi,s) = 0, i = 1, . . . , s,
Cj(Sµ) = 0, j = 1, . . . , k,
Sµ(xj,s+1) = 0, j = 1, ..., s + 1, j 6= µ and j 6= µ + 1,
Sµ(xµ,s+1) = 1.

The existence ofSµ follows from the fact thatTk(Pn+k−1;∆;M) is a Chebyshev system of di-
mension2s. SinceSµ has the maximal number of zeros allowed in[−1, 1], we have necessarily
Sµ(xµ+1,s+1) > 0. Then, ∫ 1

−1

Sµ(t) dσ = 0
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8 ALLAL GUESSAB

by the first quadrature formula, and∫ 1

−1

Sµ(t) dσ = λµ,s+1Sµ(xµ,s+1) + λµ+1,s+1Sµ(xµ+1,s+1) > 0

by the second. This contradiction proves the interlacing property.

Remark 2.2. In the case whenTk(Pn+k−1;∆;M) is a weak Chebyshev system. It is not
difficult to see that this result remains valid, the basic idea of the proof is to “smooth”, by
convolution with the Gaussian kernel see, e. g., [21, pp. 221], the weak Chebyshev system
Tk(Pn+k−1;∆;M) into a Chebyshev system and then apply the previous result for Chebyshev
systems. The very technical proof of this fact is simple and will be omitted.

We conclude this section with a remark about the remainder of the quadrature formula (1.2).
We recall first of all that the monosplines and the polynomial quadrature formulae are closely
connected, as was shown by Schoenberg [28]. In fact, it is well known that the error, when
applying ordinary quadrature formula to differentiable functions, is given by an integral formula
whose kernel is a monospline.

This property has been extended to the case of quadrature formulae for splines; see the paper
by Micchelli and Pinkus [21, Section 4]. We also mention that the latter has been examined in
the case of a wide class of quadrature formulae including quadratures of Hermitian type, see [3,
Theorem 6.4]. For more details in the polynomial case, we refer to [15].

3. THE CHARACTERIZATION THEOREM

Our aim in this section is to show that the nodes, which are used by (1.2) in each subinterval(
ζ i−1,ζ i

)
, i = 1, ..., r + 1, are zeros of a certain quasi-orthogonal polynomial. Then, we estab-

lish that the latter can be represented as characteristic polynomial of a symmetric tridiagonal
matrix. As we will see such a representation is particular useful, since it offers an efficient way
of reducing the computation of (1.2) to the well-studied problem of computing a polynomial
Gaussian quadrature formula from recurrence coefficients, and can then be computed directly
by standard software for polynomial Gaussian quadrature formulae.

In order to formulate the problem precisely, we first give some formal definitions as well as
some known results. Letdσ be a nonnegative measure with support in the interval[−1, 1], and
let {πl(.) = πl(.; dσ)}l=0,1,2,... be the unique sequence of (monic) orthogonal polynomials with
respect todσ,

πl(t) = tl + lower-degree terms, l = 0, 1, 2, ...,∫ 1

−1
πi(t)πj(t)dσ = 0, if i 6= j.

It is well known that every sequence of monic orthogonal polynomials satisfies a three-term
recurrence relation

(3.1)
πl+1(t) = (t− αl)πl(t)− βlπl−1(t), l = 0, 1, 2, ...
π−1(t) = 0, π0(t) = 1,

with coefficientsαl = αl(dσ), βl = βl(dσ) > 0, that are uniquely determined by the measure
dσ and by conventionβ0 = β0(dσ) =

∫ 1

−1
dσ. These coefficients define a symmetric tridiagonal

matrix,Jn = Jn(dσ), known as Jacobi matrix, withαl, l = 0, 1, ..., n− 1, on the main diagonal
and

√
βl, l = 1, 2, ..., n− 1, on the side diagonals. Golub and Welsch [12] have shown that for

all n ≥ 1 the nodes of the polynomial Gaussian quadrature formula, which has MDE= 2n− 1,
are the eigenvalues, and the weights are proportional to the squares of the first components
of Jn. In fact, we can expressπn as the characteristic polynomial of then-th order Jacobi
matrix Jn, πn(t) = det(tIn − Jn), where we have denotedIn then-th order identity matrix.
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This fact is an immediate consequence of the three-term recurrence relation (3.1) conveniently
rewritten in matrix notation. For numerical implementation of this method, several algorithms
have been proposed, the reader is referred to the definitive one which is given in the recent
software package of Gautschi [11]. A thorough survey of the history, theoretical properties
and important extensions of these results may be found in Gautschi [10]. See also the paper of
Watkins [29].

We shall say that a polynomialqn,r ∈ Pn generates a(2n− r− 1, n, dσ) positive polynomial
quadrature formula (that is a quadrature formula which hasn-nodest1,n < . . . < tn,n, positive
weights and MDE= 2n − r − 1) if all nodest1,n, . . . , tn,n are zeros ofqn,r and are all located
in the open interval(−1, 1). Since MDE is2n − r − 1, it is easy to see that the underlying
polynomialqn,r must be orthogonal toPn−r−1 with respect to the measuredσ. Hence, apart
from a multiplicative constant,qn,r must be of the form

(3.2) qn,r = πn + ρ1πn−1 + . . . + ρrπn−r,

whereρ1, . . . , ρr are real constants. Such a polynomial is called a quasi-orthogonal polynomial
of degreen and orderr. The quasi-orthogonal polynomials and the positive quadrature formulae
have been studied by many authors. For the historical development and a number of practical
applications and numerical approximations we refer to Askey [1], Guessab and Rahman [14]
and Ezzirani and Guessab [9]. A complete characterization has been done by Peherstorfer
[25, 26, 27] and has produced some very interesting theoretical and computational results. For
an earlier paper on the subject, see Micchelli and Rivlin [22]. Recently, Xu [31] and Ezzirani
and Guessab [9] showed that a large class of quasi-orthogonal polynomials can be expressed as
characteristic polynomials of a symmetric tridiagonal matrix.

Now, we restrict our discussion by recalling how quasi-orthogonal polynomials of degreen
and orderr = 1, 2, 3 or 4 can be expressed as characteristic polynomials of symmetric tridiag-
onal matrices. The following Theorem will be useful in section 4.

Theorem 3.1.Let qn,4 be a quasi-orthogonal polynomial of the form

qn,4 = πn + ρ1πn−1 + . . . + ρ4πn−4.

Thenqn,4 has a symmetric tridiagonal matrix representation of the form

(3.3) qn,4(t) = det(tIn − J∗n)

with

J∗n =



α0

√
β1 0√

β1 α1

√
β2√

β2
...

. .. ...
√

βn−2 − b2√
βn−2 − b2 αn−2 − a2

√
βn−1 − b1

0
√

βn−1 − b1 αn−1 − a1


if and only if

(3.4)
ρ4 < βn−3βn−2,
b1 ≤ βn−1,
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and
a1 = ρ1 − a2,

a2 =
ρ3 − b2(αn−3 − αn−1)− b2ρ1

βn−2 − b2

,

b1 = ρ2 − b2 − a2(a1 − αn−1 + αn−2),

b2 =
ρ4

βn−3

.

For the details of computations that lead to the results above, see Ezzirani and Guessab [9,
Theorem 3.3]. The main results of Theorem 3.1 were given for the particular caser ≤ 4. Of
course, it could have been carried over tor ≥ 5, but the problem is mainly computational. A
more general form of this result has already appeared in [31].

We now consider a polynomial quadrature formula of the form

(3.5) Gn,r(f) =
n∑

i=1

λi,nf(xi,n), λi,n ∈ IR, xi,n ∈ (−1, 1)

with MDE(Qn,r) = 2n − r − 1. Using the symmetric tridiagonal matrix representation of
quasi-orthogonal polynomials, we recall the following characterization of positive quadrature
formulae, which is due to Xu [31, Theorem 4.1].

Theorem 3.2.Letqn,r generate a(2n−r−1, n, dσ) quadrature formulaGn,r of the form (3.5).
ThenGn,r is a positive quadrature formula if and only ifqn,r is a quasi-orthogonal polynomial
of degreen and orderr that has a symmetric tridiagonal matrix representation.

To focus our discussion, we concentrate here only on the problem of determining the nodes
and weights of (1.2), which exactly integrates each element of the spline spaceS(Pn+k−1;∆;M)
and uses separate boundary conditions of the form

Cl(f) =
∑ql−1

j=0 aljf
(j)(−1), l = 1, ..., p,

Cl(f) =
∑q′l−1

j=0 bljf
(j)(1), l = p + 1, ..., k.

This restriction is only done for convenience of presentation. It will be apparent how the state-
ment of theorems must be modified to encompass the more general case.

In order to present some local properties of the quadrature formulae (1.2), we have to intro-
duce some more convenient notations. Let

q = max
1≤l≤p

ql andq′ = max
p+1≤l≤q

q′l.

We denote the nodes of (1.2) which are located in
(
ζ i−1,ζ i

)
by x1,i,s, ..., xsi,i,s arranged in in-

creasing order. For the rest of this paper, it is convenient to consider the measures

dσi = kidσ, on (−1, 1) , i = 1, ..., r + 1,

and

d
∧
σi =

∧
kidσ, on (−1, 1) , i = 1, ..., r + 1,

with

ki(t) =

 (ζ1 − t)+ if i = 1,
(t− ζ i−1)+(ζ i − t)+ if i = 2, ..., r,
(t− ζr)+ if i = r + 1,

and
∧
ki(t) =


(1 + t)q

+(ζ1 − t)+ if i = 1,
(t− ζ i−1)+(ζ i − t)+ if i = 2, ..., r,

(t− ζr)+(1− t)q′

+ if i = r + 1.
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We will also need the following quadrature formulae:

(3.6)
∫ ζi

ζi−1

f(t)dσi = Gi,si
(f) = Qk,s(kif), i = 1, ..., r + 1,

and

(3.7)
∫ ζi

ζi−1

f(t)d
∧
σi =

∧
Gi,si

(f) = Qk,s(
∧
kif), i = 1, ..., r + 1.

It is an elementary fact that MDE(Gi,si
) = n + k − ui − 1, with

(3.8) ui =

 1, if i = 1,
2, if i = 2, ..., r,
1 if i = r + 1,

and it is easily seen that, if we definevi by

(3.9) vi =

 q + 1, if i = 1,
2, if i = 2, ..., r,
q′ + 1 if i = r + 1,

then, forj = 0, ..., n + k − vi − 1, we have
∧
Gi,si

((t− ζ i−1)
j) = Qk,s(

∧
ki(t)(t− ζ i−1)

j
+),

=
∫ 1

−1
(t− ζ i−1)

j
+

∧
ki(t)dσ,

=
∫ ζi

ζi−1
(t− ζ i−1)

jd
∧
σi.

Where we have used the fact thatQk,s integrates exactly each element of the spline space

S(Pn+k−1;∆;M). Consequently, fori = 1, ..., r + 1,
∧
Gi,si

is a (2si − 1 − ri, si, d
∧
σi) posi-

tive quadrature formula, with

(3.10) ri = 2si − n− k + vi.

Hence, for alli = 1, ..., r + 1, thesi nodes in (1.2), which are located in
(
ζ i−1,ζ i

)
, are those of

the positive quadrature formula (3.7). Note that the latter are also the “interior” nodes of (3.6).
Then, by theorem 3.2, they are the zeros of a quasi orthogonal polynomial of degreesi and order
ri, whereri is given by (3.10). Again by Theorem 3.2, this polynomial must have a symmetric
tridiagonal matrix representation. Note that, if one can compute the quadrature formula (3.6)
(or (3.7)), one is able to determine the quadrature formula (1.2). Thus, the remainder of this
section is devoted to the details of computing the quasi-orthogonal polynomial whose zeros are
the quadrature nodes.

Let di, i = 1, ..., r + 1, andei, i = 1, ..., r + 1, be the integers given by
(3.11)

di =

 q − p, if i = 1,
0, if i = 2, ..., r,
q′ − k + p if i = r + 1,

and ei =

 p, if i = 1,
0, if i = 2, ..., r,
k − p if i = r + 1.

We shall denote respectively fori = 1, i = 2, ..., r andi = r + 1 by Ei,di−1 the spaces defined
by

Ei,di−1 =

 {P ∈ Psi+q−1, Cj(P ) = P (xl,i,s) = 0, j = 1, ..., p, l = 1, ..., si} ,
{P ∈ Psi−1, P (xl,i,s) = 0, l = 1, ..., si} ,
{P ∈ Psi+q′−1, Cj(P ) = P (xl,i,s) = 0, j = p + 1, ..., k, l = 1, ..., si} .
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It can be easily seen thatEi,di−1 is a space of dimensiondi. Thus, for alli = 1, ..., r + 1, there
exists a set of polynomials{Ψi,0, ..., Ψi,di−1} ⊂ Ei,di−1 such that

(3.12) Ψi,j(t) = tsi+ei+j + Ri,j(t), j = 0, ..., di − 1,

with Ri,j belonging toPsi+ei−1 and

(3.13) Ei,di−1 = span{Ψi,0, ..., Ψi,di−1} .

Bearing in mind the definitions ofGi,si
and

∧
Gi,si

, we are now ready to formulate our main
theorem of this section which plays a crucial role in the subsequent development.

Theorem 3.3.Supposeui, ri, di, ei, i = 1, ..., r + 1, and the set of functions

{Ψi,0, ..., Ψi,di−1}

are given respectively as in (3.8), (3.10), (3.11) and (3.12). Suppose further that for alli =
1, ..., r + 1, x1,i,s, ..., xsi,i,s are si points on the interval

(
ζ i−1, ζ i

)
, such thatxj,i,s 6= xj′,i,s for

all j 6= j′. Then thesi nodesx1,i,s, ..., xsi,i,s are the interior nodes belonging to
(
ζ i−1, ζ i

)
of

the quadrature formula (3.6) if and only if , that for alli = 1, ..., r + 1, they are zeros of a

quasi-orthogonal polynomialqi,si,ri
of degreesi and orderri with respect tod

∧
σi =

∧
kidσ and,

for all Ψi,j ∈ Ei,di−1 ∩ Pn+k−1−ui
,

(3.14)
∫ ζi

ζi−1
Ψi,j(t)dσi = 0, j = 0, ..., di − 1.

Proof. Necessity. Assume that for alli = 1, ..., r + 1, the nodesxj,i,s, j = 1, ..., si; are those of
the quadrature formula (3.6). We define

qi,si,ri
(t) =

si∏
j=1

(t− xj,i,s).

Now letp be an arbitrary polynomial of degree≤ si − ri − 1; then the polynomial

f(t) = qi,si,ri
(t)p(t)

is a polynomial of degree≤ 2si − ri − 1 such that
∧
Gi,si

(f) = 0. Thus, since
∧
Gi,si

is a (2si −
1− ri, si, d

∧
σi) quadrature formula, we have for allp ∈ Psi−ri−1∫ ζi

ζi−1
qi,si,ri

(t)p(t) d
∧
σi =

∧
Gi,si

(qi,si,ri
(t)p(t)),

= 0.

This means thatqi,si,ri
is orthogonal to all polynomials ofPsi−ri−1 with respect tod

∧
σi. There-

fore,qi,si,ri
is a quasi-orthogonal polynomial of degreesi and orderri with respect tod

∧
σi.

For the second result, note that, since for alli = 1, ..., r + 1, andj = 0, ..., di − 1, such
that the polynomialsΨi,j ∈ Ei,di−1 ∩ Pn+k−1−ui

, we haveGi,si
(Ψi,j) = 0, whereGi,si

is the
quadrature formula defined in (3.6), then the exactness ofGi,si

onPn+k−1−ui
gives∫ ζi

ζi−1
Ψi,j(t)dσi = Gi,si

(Ψi,j) = 0.

Thus, the necessity of the condition is proved.
Sufficiency. Assume that (3.14) holds and , for alli = 1, ..., r+1, there existri real constants,

ρ1,i, . . . , ρri,i
, such that the polynomial

qi,si,ri
=

∧
πsi,i + ρ1,i

∧
πsi−1,i + . . . + ρri,i

∧
πsi−ri,i
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hasn distinct zerosx1,i,s, ..., xsi,i,s on
(
ζ i−1, ζ i

)
. Here, and subsequently,{

∧
πm,i(.) =

∧
πm,i(.; d

∧
σi)

}
m=0,1,2,...

is the sequence of (monic) orthogonal polynomials with respect tod
∧
σi on

(
ζ i−1, ζ i

)
.

For a given integeri = 1, ..., r+1 and a functionf on
(
ζ i−1, ζ i

)
, we denote byIsi+ei−1,i(f ; .),

{hj,i,s, lj,i,s} respectively the(si+ei−1)-th degree interpolating polynomial and the set of nodal
basis functions with respect to the data

{f(xj,i,s), j = 1, . . . , si; Cj(f), j = 1, . . . , ei} .

Then, we have

Isi+ei−1,i(f ; t) =

si∑
j=1

f(x
j,i,s

)h
j,i,s

(t) +

ei∑
j=1

Cj(f)l
j,i,s

(t), on
(
ζ i−1, ζ i

)
.

SinceIsi+ei−1,i(f ; t) = f(t) for all f ∈ Psi+ei−1, we get the following quadrature formula

(3.15)
∫ ζi

ζi−1

f(t) dσi =

si∑
j=1

λ
j,i,s

f(x
j,i,s

) +

ei∑
j=1

ω
j,i,s

Cj(f) + Ri,s,k(f),

with Ri,s,k(Psi+ei−1) = 0, and where

λ
j,i,s

=

∫ ζi

ζi−1

h
j,i,s

(t) dσi, ω
j,i,s

=

∫ ζi

ζi−1

l
j,i,s

(t) dσi.

Now, letP be an arbitrary polynomial ofPn+k−ui−1. We define the polynomials

Φi,j(t) = tj−si−ei−diqi,si,ri
(t)hi(t), j = si + ei + di, ...

where

hi(t) =

 (1 + t)q if i = 1,
0 if i = 2, ..., r,
(1− t)q′ if i = r + 1.

Le m∗
i be the integer defined by

m∗
i = sup {m : Φi,m ∈ Pn+k−ui−1} .

It can be easily proved that the collection of the polynomials{
ti, i = 0, ..., si + ei − 1; Ψi,j, j = 0, ..., di−1, Φi,j, j = si + ei + di, ...,m

∗
i

}
,

form a basis forPn+k−ui−1, hereΨi,j, j = 0, ..., di − 1, are the polynomials defined in (3.12).
ThenP can be represented uniquely in the form

(3.16) P (t) =

di−1∑
j=0

ai,jΨi,j(t) +

m∗
i∑

j=si+ei+di

ai,jΦi,j(t) + Ri(t),

whereRi is a polynomial ofPsi+ei−1. From this, it follows

(3.17)

∫ ζi

ζi−1
P (t) dσi =

∑di−1
j=0 ai,j

∫ ζi

ζi−1
Ψi,j(t) dσi

+
∑m∗

i
j=si+ei+di

ai,j

∫ ζi

ζi−1
Φi,j(t) dσi +

∫ ζi

ζi−1
Ri(t) dσi.

Since, for allj = si + ei + di, ...,m
∗
i ,∫ ζi

ζi−1

Φi,j(t) dσi = Gi,si
(Φi,j) = 0,
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therefore, from (3.14) and (3.17) we have∫ ζi

ζi−1

P (t) dσi =

∫ ζi

ζi−1

Ri(t) dσi.

Consequently, from (3.15)∫ ζi

ζi−1

P (t) dσi =

si∑
j=1

λ
j,i,s

Ri(xj,i,s
) +

ei∑
j=1

ω
j,i,s

Cj(Ri).

From (3.16), however we have for alli = 1, ..., n andj = 1, ..., k

P (x
j,i,s

) = Ri(xj,i,s
), Cj(P ) = Cj(Ri);

hence we have the following quadrature formula

(3.18)
∫ ζi

ζi−1

P (t) dσi =

si∑
j=1

λ
j,i,s

P (x
j,i,s

) +

ei∑
j=1

ω
j,i,s

Cj(P ) + Ri,s,k(P ),

with Ri,s,k(Pn+k−ui−1) = 0, which shows that (3.18) is a quadrature formula of the form (3.6).
This completes the proof of Theorem 3.3.

Remark 3.1. Theorem 3.3 characterizes all quadrature formulae (3.6). Moreover, it assures
that the nodes used by (1.2), which are located in each interval

(
ζ i−1, ζ i

)
, i = 1, ..., r + 1, are

zeros of a quasi-orthogonal polynomial of the form

qi,si,ri
=

∧
πsi,i + ρ1,i

∧
πsi−1,i + . . . + ρri,i

∧
πsi−ri,i.

This polynomial satisfies the orthogonality relations (3.14) (via the formulae (3.14); recall that
the polynomialsΨi,j are of the formΨi,j = qi,si,ri

Qj,i with Qj,i belonging toPei+di−1). To
make the procedure described in Theorem 3.3 computationally feasible, we must compute the
coefficientsρ1,i, . . . , ρr,i. These coefficients are solutions of a linear system ofri equations
and ri unknowns. This result can be obtained by choosing appropriate splines. To clarify
this fact, we will discuss this more fully in section 4, in the case of spline Gauss quadrature
formulae. In addition, a detailed analysis of the location and nature of the nodes relative to
each subinterval will also appear in the next section. As we have previously pointed out, the
underlying polynomialqi,si,ri

must have a symmetric tridiagonal matrix representation. Hence,
we can use the existing routine [11] for determining the weights and nodes in (1.2). These
observations play a central role in the construction of (1.2).

We close this section with a result concerning the distribution of the nodes of (1.2). In the
case of separate boundary conditions (2.7), the following result, which has been proved in [20]
( see also[21, pp. 221]), gives some additional information about the distribution of the node
of (1.2) in (−1, 1) . As usual with splines, here and in the sequel, we use the extended nodes
sequences corresponding to∆, M, andxi,s, i = 1, ..., s , which are defined by

x∗2i−1,s = x∗2i,s = xi,s, i = 1, ..., s,

ζ∗∑i−1
j=1 mj+1

= ... = ζ∗∑i
j=1 mj

= ζ i, i = 1, ..., r.

Theorem 3.4.The nodesxi,s, i = 1, ..., s of the quadrature formula (1.2) satisfy the interlacing
condition

x∗i−p,s < ζ∗i < x∗i+n−p,s, i = 1, ...,
r∑

j=1

mj.
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4. COMPUTATION OF SPLINE GAUSS QUADRATURES

In this section, we turn our attention to the numerical problem of computing a class of quadra-
ture formulae of type (1.2). We will illustrate, by means of a simple example, how our character-
ization of the “interior” nodes of (1.2) can be used to evaluate the free nodes as the eigenvalues
of symmetric tridiagonal matrices. We also establish that the weights are proportional to the
squares of the first components of the orthonormal eigenvectors.

To focus our discussion, we concentrate here only on the problem of determining the nodes
and weights of (1.2), which do not use boundary conditions and which is exact onS(P2n−1;∆;M).
Hence, we seek a quadrature formula of the form,∫ 1

−1

f(t) dσ = Q2n−1(f) + R(f),

where,

(4.1) Q2n−1(f) =
s∑

j=1

wj,nf(xj,s)

such that, ∫ 1

−1

f(t) dσ = Q2n−1(f),

for each element of the spline spaceS(P2n−1;∆;M), with M = (m1, ...,mr) is a vector of
integers of the form

mi = 2n− 1, i = 1, ..., r.

Note, in this case, that from equation (1.1) we have

(4.2) 2s = 2n + r(2n− 1),

therefore the number of the nodesζ i, i = 1, ..., r, must be even. We also observe that every
element ofS(P2n−1;∆;M) is continuous on[−1, 1]. Thus, the important point to note here is
the fact that (4.1) is necessary based oncontinuouspiecewise polynomials interpolation.

From the fundamental theorem of determinants for polynomial splines [17], one can infer
that the assumptions (2.1), (2.2), (2.3) and (2.4) are trivially fulfilled for eachn. Consequently,
Theorem 2.2 guarantees the existence of a unique quadrature formula of the form (4.1), with
respect todσ on the interval[−1, 1] . In order to show how (4.1) can be obtained numerically,

we adopt the following notations. For alli = 1, ..., r + 1, let
{
∧
πl,i(.) =

∧
πl,i(.; d

∧
σi)

}
l=0,1,2,...

be

the unique sequence of (monic) orthogonal polynomials with respect tod
∧
σi =

∧
kidσ, where

∧
ki(t) =

 (ζ1 − t)+ if i = 1,
(t− ζ i−1)+(ζ i − t)+ if i = 2, ..., r,
(t− ζr)+ if i = r + 1,

and let
∧
αl,i =

∧
αl(

∧
σi), 0 ≤ l ≤ si − 1,

∧
βl,i =

∧
βl(

∧
σi), 1 ≤ l ≤ si − 1,

wheresi denotes the number of the nodes in (4.1) which are located in
(
ζ i−1,ζ i

)
.
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Note that, in this particular case, we have (using the notations introduced in the previous
section)k = q = q′ = 0, and

(4.3) ui = vi =

 1, if i = 1,
2, if i = 2, ..., r,
1 if i = r + 1.

The basic difficulty that we face here is how to assess the exact value ofsi. But before consid-
ering the computational details of determining this value, let us point out the following obvious
lower bounds

(4.4)

 si ≥ n, if i = 1,
si ≥ n− 1, if i = 2, ..., r,
si ≥ n if i = r + 1.

These bounds follow easily from the fact thatQ2n−1(
∧
kif) is a(2si − 1− ri, si, d

∧
σi) quadrature

formula and that2si − 1− ri = 2n− vi − 1.
Now upon applying theorem 3.4 to (4.1) we obtain that the nodesxj,s, j = 1, ..., s of the

quadrature formula (4.1) satisfy the interlacing condition

(4.5) x∗i,s < ζ∗i < x∗i+2n,s, i = 1, ..., r(2n− 1).

We are now ready to establish that

si =

{
n, if i is odd,
n− 1, if i is even.

First we prove thats1 = n. Sinces1 ≥ n and by (4.5) fori = 1, ζ∗1 = ζ1 < x∗2n+1,s = xn+1,s,
we conclude that the first interval[ζ0, ζ1] contains exactlyn nodes. Therefores1 = n. If we
apply now (4.5) fori = 2n, ..., 4n− 3, then we obtainζ1 < xn+1,s < ... < x2n−1,s < ζ2 which,
combined withζ2 = ζ∗2n < x∗4n,s = x2n,s obtained from (4.5) fori = 2n, impliess2 = n − 1.
By an analogous argument and by induction the exact number of the nodes in each interval is
similarly proven.

On the basis of this result, we conclude that

(4.6) ri =


1 if i = 1
0 if i = 2, ..., r andi is even
2 if i = 2, ..., r andi is odd
1 if i = r + 1.

It is convenient at this stage to rewrite the quadrature formula (4.1) as

Q2n−1(f) =
r∑

i=1

si∑
j=1

wj,i,sf(xj,i,s),

herexj,i,s,j = 1, ..., si, denote the nodes in (4.1) which are located in
(
ζ i−1,ζ i

)
. According the

Theorem 3.3, we also know that, for alli = 1, ..., r, the nodesxj,i,s,j = 1, ..., si, are the zeros
of a certain quasi-orthogonal polynomialqi,si,ri

of degreesi and orderri. Thereforeqi,si,ri
takes

also the form

qi,si,ri
=

∧
πsi,i +

ri∑
j=1

∧
aj,i

∧
πsi−j,i.

We next show how the quadrature formula (4.1) can be constructed by means suitable modi-
fications of classical Gauss quadrature formulae with modified weight functions. For this, we
consider separately three cases.
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4.1. Case I: i = 2, ..., r and i is even. This is the simplest case, since, using the fact that
si = n − 1 and ri = 0, we have, therefore, the quasi-orthogonal polynomialqi,si,ri

is the

classical orthogonal polynomial
∧
πn−1,i. This means that the nodes in (4.1), which are located in

the interval
(
ζ i−1,ζ i

)
, are precisely those of the classical polynomial Gauss quadrature formula

(4.7)
∫ ζi

ζi−1

f(t)(t− ζ i−1)(ζ i − t)dσ =
n−1∑
j=1

wG
j,i,sf(xj,i,s) + RG

n (f), RG
n (P2n−3) = 0,

and the weightswj,i,s corresponding toxj,i,s in (4.1) are simply obtained from (4.7) in term of
the Christoffel numberswG

j,i,s by

wj,i,s =
wG

j,i,s

(xj,i,s − ζ i−1)(ζ i − xj,i,s)
, j = 1, ..., n− 1.

4.2. Case II: i = 1 or i = r + 1. We are now in the case whereqi,si,ri
is a quasi-orthogonal

polynomial of degreesi = n and orderri = 1. Therefore, we have

(4.8) qi,si,ri
= qi,n,1 =

∧
πn,i +

∧
an,i

∧
πn−1,i.

To compute
∧
an,i, for i = 1 andi = r + 1, we consider respectively two splinesS1 andSr+1

defined by

S1(t) =


q1,n,1(t), if −1 ≤ t ≤ ζ1

q1,n,1(ζ1)

(ζ2−ζ1)q2,s2,r2 (ζ1)
(ζ2 − t)q2,s2,r2(t), if ζ1 ≤ t ≤ ζ2,

0, if ζ2 ≤ t ≤ 1,

and

Sr+1(t) =


0, if −1 ≤ t ≤ ζr−1

qr+1,n,1(ζr)

(ζr−ζr−1)qr,sr,rr (ζr)
(t− ζr−1)qr,sr,rr(t), if ζr−1 ≤ t ≤ ζr,

qr+1,n,1(t), if ζr ≤ t ≤ 1.

Evidently such functions belong toS(P2n−1;∆;M) and they satisfyQ2n−1(S1) = Q2n−1(Sr+1) =
0. Consequently, if we apply (4.1) toS1 andSr+1 then we obtain∫ 1

−1

S1(t) dσ =

∫ 1

−1

Sr+1(t) dσ = 0.

Hence, for example for the casei = 1, the coefficient
∧
an,1 defined in (4.8) must be a solution of

(4.9)
∫ ζ1

−1

q1,n,1(t)dσ = − q1,s1,1(ζ1)

(ζ2 − ζ1)q2,s2,r2(ζ1)

∫ ζ2

ζ1

(ζ2 − t)q2,s2,r2(t)dσ,

then by an elementary calculation one can show that

(4.10)
∧
an,1 = −

∫ ζ1

−1

∧
πn,1(t)dσ +

∧
πn,1(ζ1)

(ζ2−ζ1)q2,s2,r2 (ζ1)

∫ ζ2

ζ1
(ζ2 − t)q2,s2,r2(t)dσ∫ ζ1

−1

∧
πn−1,1(t)dσ +

∧
πn−1,1(ζ1)

(ζ2−ζ1)q2,s2,r2 (ζ1)

∫ ζ2

ζ1
(ζ2 − t)q2,s2,r2(t)dσ

.

Recall from Case I that, we know thatq2,s2,r2 ≡
∧
πn−1,2 then the parameter

∧
an,1 can easily be

calculated by an explicit formula or at least numerically. We shall indicate how such formula
may be obtained in the case of Jacobi weights.

Now by Theorem 3.1, the polynomial admits the following matrix representation

q1,n,1(t) = det(tIn − Jn(
∧
σ1)),
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where

(4.11) Jn(
∧
σ1) =



∧
α0,1

√
∧
β1,1 0√

∧
β1,1

∧
α1,1

...

. .. ...

√
∧
βn−2,1√

∧
βn−2,1

∧
αn−2,1

√
∧
βn−1,1

0

√
∧
βn−1,1

∧
αn−1,1 −

∧
an,1


Thus, then nodes of the quadrature formulaQ2n−1, which are located in the first interval

(−1,ζ1) , are the eigenvalues ofJn(
∧
σ1).

We now consider the following quadrature formula based on the zeros ofq1,n,1 and of the
form

(4.12)
∫ ζ1

−1

(ζ1 − t)f(t)dσ =
n∑

j=1

(ζ1 − xj,1,s)wj,1,sf(xj,1,s).

Since (4.12) is positive and exactly integrates every polynomial of degree2n − 2 , then as a
direct consequence of [30, Theorem 6.1], the weights(ζ1 − xj,1,s)wj,1,s are given by

(4.13) (ζ1 − xj,1,s)wj,1,s =
1

Kn(xj,1,s, xj,1,s)
for all j = 1, ..., n,

where

Kn(x, y) =
n−2∑
k=0

∼
πk,1(x)

∼
πk,1(y) +

∼
πn−1,1(x)

∼
πn−1,1(y)

with
{
∼
πk,1(.) =

∼
πk,1(.;

∧
σ1)

}
k=0,1,2,...

being the set oforthonormalpolynomials with respect to

d
∧
σ1.

We now suppose that the eigenvectors ofJn(
∧
σ1) are calculated such that

Jn(
∧
σ1)Vj,1 = xj,1,sVj,1, j = 1, ..., n,

with V T
j,1Vj,1 = 1 andV T

j,1 = (v1,j,1, ..., vn,j,1). Then, as in the ordinary Gauss quadrature for-
mula, it follows from (4.13) that the coefficientswj,1,s are expressible in terms of the first com-
ponentsv1,j,1 of Vj,1 by

wj,1,s =
v2

1,j,1

(ζ1 − xj,1,s)
β0,1(d

∧
σ1), j = 1, ..., n.

It is clear that a virtually identical argument works in the casei = r +1 and gives the following

result. Let
∧
an,r+1andJn(

∧
σr+1) be defined respectively by

(4.14)
∧
an,r+1 = −

∫ 1

ζr

∧
πn,r+1(t)dσ +

∧
πn,r+1(ζr)

(ζr−ζr−1)qr,sr,rr (ζr)

∫ ζr

ζr−1
(t− ζr−1)qr,sr,rr(t)dσ∫ 1

ζr

∧
πn−1,r+1(t)dσ +

∧
πn−1,r+1(ζr)

(ζr−ζr−1)qr,sr,rr (ζr)

∫ ζr

ζr−1
(t− ζr−1)qr,sr,rr(t)dσ

,
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and

(4.15) Jn(
∧
σr+1) =



∧
α0,r+1

√
∧
β1,r+1 0√

∧
β1,r+1

∧
α1,r+1

. ..

... . ..

√
∧
βn−2,r+1√

∧
βn−2,r+1

∧
αn−2,r+1

√
∧
βn−1,r+1

0

√
∧
βn−1,r+1

∧
α
∗
n−1,r+1


,

with
∧
α
∗
n−1,r+1 =

∧
αn−1,r+1 −

∧
an,r+1. Then, then nodesxj,r+1,s, j = 1, ..., n, which are located

in the last interval(ζr, 1) , are then distinct real eigenvalues ofJn(
∧
σr+1) and the respective

weights in (4.1) are given by

wj,r+1,s =
v2

1,j,r+1

(xj,r+1,s − ζr)
β0,r+1(d

∧
σr+1), j = 1, ..., n,

with v1,j,r+1 being the first components of the normalized eigenvectors ofJn(
∧
σr+1) correspond-

ing to the eigenvaluesxj,r+1,s.

4.3. Case III: i = 3, ..., r − 1 and i is odd. Hereqi,si,ri
is a quasi-orthogonal polynomial of

degreesi = n and order2. Thusqi,n,ri
has the form

(4.16) qi,si,ri
= qi,n,2 =

∧
πn,i +

∧
an,i

∧
πn−1,i +

∧
bn,i

∧
πn−2,i.

As in Case II, to compute
∧
an,i and

∧
bn,i, we consider respectively two splinesS1,i andS2,i defined

by

S1,i(t) =


(t− ζ i−2)qi−1,si−1,ri−1

(t), if ζ i−2 ≤ t ≤ ζ i−1
(ζi−1−ζi−2)qi−1,si−1,ri−1

(ζi−1)

(ζi−ζi−1)qi,si,ri
(ζi−1)

(ζ i − t)qi,si,ri
(t), if ζ i−1 ≤ t ≤ ζ i,

0 otherwise,

and

S2,i(t) =


(t− ζ i−1)qi,si,ri

(t), if ζ i−1 ≤ t ≤ ζ i
(ζi−ζi−1)qi,si,ri

(ζi)

(ζi+1−ζi)qi+1,si+1,rr+1
(ζi)

(ζ i+1 − t)qi+1,si+1,rr+1(t), if ζ i ≤ t ≤ ζ i+1,

0 otherwise.

Recall that sincei − 1 and i + 1 are even then from the case I, we haveqi−1,si−1,ri−1
=

∧
πn−1,i−1 and qi+1,si+1,ri+1

=
∧
πn−1,i+1. It is staightforward to cheek thatS1,i andS2,i belong

to S(P2n−1;∆;M) and thatQ2n−1(S1,i) = Q2n−1(S2,i) = 0. PuttingS1,i respectivelyS2,i in
(4.1) we get ∫ 1

−1

S1,i(t) dσ =

∫ 1

−1

S2,i(t) dσ = 0.

Then, with the help of a simple computation, we can show that these equations give rise to a

2× 2 linear system with unknowns
∧
an,i ,

∧
bn,i of the form

(4.17)

{
a1x + b1y = c1,
a2x + b2y = c2.
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Once we have determined
∧
an,i and

∧
bn,i by solving (4.17), we can rewrite, using Theorem 3.1,

the polynomialqi,si,ri
in matrix notation

qi,si,ri
(t) = det(tIn − Jn(

∧
σi))

where

(4.18) Jn(
∧
σi) =



∧
α0,i

√
∧
β1,i 0√

∧
β1,i

∧
α1,i

...

... ...

√
∧
βn−2,i√

∧
βn−2,i

∧
αn−2,i

√
∧
β
∗

n−1,i

0

√
∧
β
∗

n−1,i

∧
α
∗
n−1,i


,

where
∧
α
∗
n−1,i =

∧
αn−1,i −

∧
an,i, and

∧
β
∗

n−1,i =
∧
βn−1,i −

∧
bn,i. Thus, then nodes of the quadrature

formulaQ2n−1, which are located in
(
ζ i,ζ i+1

)
, are the eigenvalues ofJn(

∧
σi).

We now consider the following quadrature formula based on the zeros ofqi,si,ri
and of the

form

(4.19)
∫ ζi+1

ζi,

(t− ζ i)(ζ i+1 − t)f(t)dσ =
n∑

j=1

(xj,i,s − ζ i)(ζ i+1 − xj,i,s)wj,i,sf(xj,i,s).

Since (4.19) exactly integrates every polynomial of degree2n− 3, then as a direct consequence
of [30, Theorem 6.1], the weights(xj,i,s − ζ i)(ζ i+1 − xj,i,s)wj,i,s are given by

(4.20) (xj,i,s − ζ i)(ζ i+1 − xj,i,s)wj,i,s =
An,i

Kn,i(xj,i,s, xj,i,s)
for all j = 1, ..., n,

where

Kn,i(x, y) = An,i

n−2∑
k=0

∼
πk,i(x)

∼
πk,i(y) +

∼
πn−1,i(x)

∼
πn−1,i(y)

with An,i = 1 −
∧
bn,i

∧
βn−1,i

and
{
∼
πk,i(.) =

∼
πk,i(.;

∧
σi)

}
k=0,1,2,...

being the set oforthonormalpoly-

nomials with respect tod
∧
σi.

We now suppose that the eigenvectors ofJn(
∧
σi) are calculated such that

Jn(
∧
σi)Vj,i = xj,i,sVj,i, j = 1, ..., n,

with V T
j,iVj,i = 1 andV T

j,i = (v1,j,i, ..., vn,j,i). Then, as in the ordinary Gauss quadrature formula,
it follows from (4.20) thatwj,i,s are expressible in terms of the first componentsv1,j,i of Vj,i by

wj,i,s =
v2

1,j,i

(xj,i,s − ζ i)(ζ i+1 − xj,i,s)
β0,i(d

∧
σi), j = 1, ..., n.

We summarize this construction process in the following theorem.
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Theorem 4.1.Given∆ = (ζ0, ..., ζr+1) a sequence of nodes with

−1 = ζ0 < ζ1 < ... < ζr < ζr+1 = 1,

andM = (m1, ...,mr) a vector of integers of the form

mi = 2n− 1, i = 1, ..., r.

Define

si =

{
n, if i is odd,
n− 1, if i is even.

Let i be an odd integer such that1 ≤ i ≤ r + 1 and let Jn(
∧
σ1), Jn(

∧
σi) and Jn(

∧
σr+1) be

the matrices defined, respectively, as in (4.11), (4.15) and (4.18). Then, there exists a unique
quadrature formula of the form,

(4.21) Q2n−1(f) =
r+1∑
i=1

si∑
j=1

wj,i,sf(xj,i,s),

which exactly integrates all spline functions ofS(P2n−1;∆;M). With, if i is even and2 ≤
i ≤ r, the nodesxj,i,s, j = 1, ..., n − 1, in (4.21) are those of the classical polynomial Gauss
quadrature formula(2n−3, n−1, (t−ζ i−1)(ζ i− t)dσ) and the weightswj,i,s corresponding to
xj,i,s are given in term of the Christoffel numberswG

j,i,s of (2n− 3, n− 1, (t− ζ i−1)(ζ i − t)dσ)
by

wj,i,s =
wG

j,i,s

(xj,i,s − ζ i)(ζ i+1 − xj,i,s)
, j = 1, ..., n− 1.

If i is odd and1 ≤ i ≤ r + 1, the nodesxj,i,s, j = 1, ..., n, in (4.21) are the eigenvalues of

Jn(
∧
σi) and the respective weights are given by

wj,i,s =
v2

1,j,i

∧
ki(xj,i,s)

β0,i(d
∧
σi), j = 1, ..., n.

with v1,j,i being the first components of the normalized eigenvectors ofJn(
∧
σi) corresponding to

the eigenvaluesxj,i,s.

There are several important corollaries of Theorem 4.1 that are of interest in applications, the
most important one relates to theLegendre weight functionw(t) = 1 on [−1, 1]; the correspond-
ing quadrature rule will be referred to as the splineGauss-Legendrequadrature formula (SGL).
In this particular case, we can prove results that contain more information about the coefficients
of the quasi-orthogonal polynomials (4.8) and (4.16). In fact, the latter can be determined ex-
plicitly and obtained from the known relations of the Jacobi orthogonal polynomials and the
following formula [2, Formula 4, p. 263],∫ 1

−1

w
ρ,β

(t) p(α,β)
n (t)dt =

2β+ρ+1Γ(ρ + 1)Γ(β + n + 1)Γ(α− ρ + n)

n!Γ(α− ρ)Γ(β + ρ + n + 2)
, ρ < α,

wherewα,β(t) = (1 − t)α(1 + t)β (α, β > −1), andp
(α,β)
n being the Jacobi polynomial on

[−1, 1] with parametersα, β andΓ the Gamma function. We leave the details to the reader.

Theorem 4.2.Let∆, M,andsi, i = 1, ..., r + 1, be defined as in Theorem 4.1. Define

hi = ζ i − ξi−1, i = 1, ..., r + 1.
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Let i be an odd integer such that1 ≤ i ≤ r + 1, and letJn(
∧
σi) be the(n)-th order tridiagonal

matrix defined byαk,i on the main diagonal and
√

βk,i on the side diagonals, where

αk,i = 0, k = 0, ..., n− 2,

βk,i =
k(k + 4)

(2k + 3)(2k + 5)
, k = 1, ..., n− 2,

and

αn−1,i = −an,i, βn−1,i =
(n− 1)(n + 3)

(2n + 1)(2n + 3)
− bn,i,

with

an,1 = − n + 1

2n + 1

nh1 + (n + 1)h2

(n + 1)h1 + nh2

, bn,1 = 0,

an,i =
n(n + 2)

(n + 1)(2n + 1)

c1b3 − b1c3

b2c3 − c2b3

, bn,i =
(n + 2)(n− 1)

(2n− 1)(2n + 1)
, i = 1, ..., r,

an,r+1 =
n + 1

2n + 1

nhr+1 + (n + 1)hr

(n + 1)hr+1 + nhr

, bn,r+1 = 0,

and

c1 =
h2i

n
+

h2i+1

n + 2
, c2 = −(h2i + h2i+1)

n + 1
, c3 =

(n− 1)h2i + (n + 1)h2i+1

n(n + 1)
,

b1 =
h2i+2

n
+

h2i+1

n + 2
, b2 =

(h2i+2 + h2i+1)

n + 1
, b3 =

(n− 1)h2i+2 + (n + 1)h2i+1

n(n− 1)
.

Then, there exists a unique quadrature formula of the form,

(4.22) Q2n−1(f) =
r+1∑
i=1

si∑
j=1

wj,i,sf(xj,i,s),

which exactly integrates all spline functions ofS(P2n−1;∆;M). With, ifi is even and2 ≤ i ≤ r,
the nodesxj,i,s, j = 1, ..., n−1, are those of the classical polynomial Gauss quadrature formula
(2n − 3, n − 1, (t − ζ i−1)(ζ i − t)dt) and the weightswj,i,s corresponding toxj,i,s are given in
term of the Christoffel numberswG

j,i,s of (2n− 3, n− 1, (t− ζ i−1)(ζ i − t)dt)by

wj,i,s =
wG

j,i,s

(xj,i,s − ζ i)(ζ i+1 − xj,i,s)
, j = 1, ..., n− 1.

If i is odd and1 ≤ i ≤ r + 1, the nodes located in
(
ζ i−1,ζ i

)
are of the form

xj,i,s =
(hix

∗
i,j,s + ζ i−1 + ξi)

2
, j = 1, ..., n

with x∗j,i,s, j = 1, ..., si are the eigenvalues ofJ(
∧
σi) and the respective weights are given by

wj,i,s =
4v2

1,j,i

3(1− x∗2j,i,s)
, j = 1, ..., n.

with v1,j,i being the first components of the normalized eigenvectors ofJn(
∧
σi) corresponding to

the eigenvaluesxj,i,s.

The construction of quadrature formulae of type (4.22), with Jacobi weight functions, presents
no extra difficulties; a detailed discussion on such quadrature formulae can be found in [8].
The latter can be done in precisely the same way that these results were established for the
Gauss-Legendre case. We therefore omit this development here. For reasons of clarity we
have considered only on the problem of determining the nodes and weights of (1.2), which do
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not use boundary. We mention that the concepts are generalized to include Gauss-Radau and
Gauss-Lobatto quadrature type formulae for splines. The construction becomes somewhat more
complicated in the presence of boundaries. Space limitation prevents us from presenting this
generalization here.

5. COMPARATIVE NUMERICAL RESULTS

As expressed by Christoffel (cf. [10, p. 86]), the use of preassigned nodes in quadrature for-
mulae, chosen judiciously at locations where the integrand function is predominant, should be
advantageous. In order to demonstrate that the use of preassigned nodes can indeed be helpful,
we compare the spline quadrature formula (4.22) developed in Theorem 4.2 and the polynomial
Gauss-Legendre quadrature formula, that uses the same number of evaluations of integrand.
For illustration, we experiment with numerical examples which involve three different kinds of
integration problems. They differ mostly in the specific properties of the integrand functions.
The first one is a parametrized family of functions which have a peak at a point in[−1, 1] with
a severity that is controlled by two parameters. In the second example, in another context, we
will choose a whole family of integrands where the oscillations increase. We conclude with
one final numerical example in which the integrand has a logarithmic endpoint singularity. The
three examples are as follows:

I1(u, v) =
∫ 1

−1
10−u

(x−v)2+10−2u dx,

= arctan(10u(1− v))− arctan(10u(−1− v)),

I2(m) =

∫ 2π

0

x cos(50x) sin(mx)dx =
2mπ

2500−m2
, (m 6= 50),

I3 =

∫ 1

0

log x

(1 + x)2
dx =− log 2.

All the computations described in this paper were carried out on a personal IBM computer in a
double precision.

Example 5.1. In the first example, we take the following test functionfu,v(x) = 10−u

(x−v)2+10−2u .

The parameterv is equal to the location of the peak, while the parameteru determines the
height10u of the peak atx = v. One would expect that the difficulty of the integrandf depends
heavily on the location of the peak, i. e. on the selection of the parameterv, and on the
height of the peak, i. e. on the size of the parameteru. It is natural, then, to employ our
quadrature formula SGL given in (4.22), choosing the preassigned nodes of splines judiciously
at the location where the integrand function is predominant. This suggests to choose the nodes
ζ i in the neighborhood of the peakv. The integral offu,v was approximated numerically by
using the new quadrature formulae SGL140 and the ordinary Gauss quadrature formula having
the same number of the nodes(140). The results of SGL in this case have been obtained by
usingr = 6 andζ i, i = 1, ..., 6, chosen in a neighborhood of0.

In Table 5.1, the results of SGL are shown foru = 1.5, 2, 2.5 andv = 0, 0.5, 0.9. Also shown
in the last two columns are the respective integration errors. As we can see from Table 5.1,
for this family of functions, the new quadrature formulae compare favorably with the ordinary
Gaussian quadrature formulae and in all cases give better results by several orders of magni-
tude. It is worth noting that the integration error of the ordinary quadrature formula forfu,v

depends heavily on the location of the peak. This weakness is accentuated when the peak is
moderately high. We also have observed that the numerical results of GL, as the peak becomes
relatively important, converge rather slowly. It is interesting to note the catastrophic loss in ac-
curacy produced by GL in this case, particularly when the peakv is very close to0. The latter
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u v GL140 SGL140

0 8.7(-4) 1.5(-11)
1.5 0.5 1.7(-3) 2.7(-9)

0.9 6.1(-9) 4.8(-15)
0 3.5(-1) 2.6(-8)

2 0.5 1.6(-1) 1.2(-6)
0.9 9.4(-3) 4.1(-9)
0 1.8 1.3(-5)

2.5 0.5 2.2 1.5(-5)
0.9 6.6(-1) 1.2(-6)

Table 5.1: Numerical results ofI1(u, v) and comparison with Gauss quadrature. (Numbers in parentheses denote
decimal exponents.)

failure is easily explained: it is due to the closing of the nodes of GL towards the boundary. This
fact is also confirmed by the “good” results of GL in the “corner peak” case. This emphasizes
that when a polynomial Gauss quadrature formula is employed for integrand with a moderate
peak, care must taken. In contrast, SGL does not suffer from any numerical instability and gives
best accuracy.

Example 5.2. Heref(x) = x cos(50x) sin(mx) is highly oscillatory. In Table 5.2 we compare
the performance of our quadrature formula SGL with Gauss quadrature formula. The results
for SGL have been obtained by usingr = 10, with ζ i = −1 + 2i/11, i = 1, ..., 10. We tabulate
the results form = 20, 30, 40; N = 66, 110, 165, 220, 275, 330. It is interesting to note the poor
quality and the unreliability ofGL as the oscillations become important. However, for smalln,
the GL seems to be competitive, as is seen in Table 5.2. The convergence of GL for large is very
slow, and the comparison with SGL is striking. We also have observed that the numerical results
of SGL is extremely sensitive with respect to the correct choice of the nodeζ i . As expected, the
best results of SGL were achieved by choosing the nodesζ i close to the zeros off .

Example 5.3.The integrand here is a function having a logarithmic endpoint singularity of the
typef(x) = log x

(1+x)2
. Our approach to deal with the singularity and retain the high accuracy of

our quadrature formula SGL is to impose a relatively fine mesh subdivision in a neighborhood
of 0. In Table 5.3, we compare the results of SGL with those obtained, at the same number of
the nodes, by the GL quadrature formula. We did our computations forN = 50, 100, 150 and
r = 4. A reasonable choice ofζ i, i = 1, ..., 4 would beζ1 = 0.00005, ζ2 = 0.0005, ζ3 = 0.005
andζ4 = 0.05, since this choice makes a great possible use of nodes closet to0. It can be seen
that the new quadrature formula produces results which are in several orders of magnitude
larger that those furnished by the ordinary Gauss quadrature formula.

6. CONCLUDING REMARKS

In this paper, we have shown how to modify the Jacobi matrix to obtain an efficient algorithm
to compute a new class of Gaussian type quadrature formulae for splines. An important practical
aspect of these quadratures is, as in polynomial case, that the latter are computed via eigenvalues
and eigenvectors of real symmetric tridiagonal matrices. Therefore this algorithm is simple from
an implementation standpoint.

The results of this paper can be improved upon and extended in several directions:
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m N err. GL err. SGL
66 9.0(-1) 2.3(-1)
110 3.2(-1) 1.9(-1)

20 165 5.9(-2) 1.4(-4)
220 5.9(-2) 1.2(-9)
275 5.9(-2) 1.4(-14)
330 5.9(-2) 3.4(-17)
66 5.7(-1) 9.4(-1)
110 1.8(-1) 1.6(-2)

30 165 1.1(-1) 1.1(-3)
220 1.1(-1) 5.1(-8)
275 1.1(-1) 1.2(-13)
330 1.1(-1) 3.9(-15)
66 6.5(-1) 9.9(-1)
110 9.0(-1) 2.1(-2)

40 165 2.7(-1) 7.4(-3)
220 2.7(-1) 1.5(-6)
275 2.7(-1) 1.3(-11)
330 2.7(-1) 7.7(-15)

Table 5.2: Numerical results ofI2(m) and comparison with Gauss quadrature.

N err. GL err. SGL
50 2.4(-4) 3.8(-6)
100 6.2(-5) 2.7(-9)
150 2.7(-5) 2.6(-10)

Table 5.3: Numerical results ofI3 and comparison with Gauss quadrature.

(1) The characterizations presented in this paper have also been applied to the computation
of a new family of quadrature formulae (1.2) that use end conditions common in applications.
We remark that the difficulty in extending the method used in this paper to the general boundary
conditions lies primarily in determination of the exact number of points required by the quad-
rature formula between two nodes of splines. This difficulty can be, in general, overcome on
some boundary conditions by using theorem 3.4. We refer to some recent results which were
found together with Ezzirani, see the thesis Ezzirani (1997) for more information in this subject.
We also have done construction (not published ) forCd−spline Gaussian quadrature formulae
with d = 1. It is tempting to go further than this, for example to consider the cased ≥ 2, but
we believe that the calculation of such quadrature formulae is really a difficult task.

(2) Many integrands of practical interest are characterized by small regions in which they
have complex and varying peaks surrounded by regions where they are relatively smooth. Ef-
ficient quadrature formulae for such integrands required an adaptive mesh refinement. In our
approach, we have some freedom in choosing the mesh which defines the spline spaces. The
main advantage of using the class of new quadrature formulae lies in its great flexibility which
offers the user various selection of the latter. As we note with the examples presented in section
5, the results are extremely sensitive with respect to such choice and good results can often
be obtained by carefully adjusting the mesh. Hence, the construction of adaptive nonuniform
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meshes is a crucial part of these quadrature formulae, we did not use this approach here. Thus
the next logical step in this work is to develop an algorithm for refinement strategies that is
necessary to perform efficiently such quadrature formulae. For a numerical point of view, this
technique is much more efficient than the use of uniform meshes when the integrand is chang-
ing much more rapidly. Such methods have been examined by many researchers in the case of
polynomial quadrature formulae, see, for example, [18] for more information in this subject.
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