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ABSTRACT. In this paper, a new Multistage Transform Method (MSDTM) has been proposed
by utilizing a well-known transformation technique, the Differential Transform Method (DTM),
to solve Differential Algebraic Equations (DAEs) with index 2. The advantage of the proposed
scheme is that it does not require an index reduction and extends the convergence domain of
the solution. Some examples for various types of problems are carried out to show the ability
of MSDTM in solving DAEs. The results obtained are in good agreement with the existing
literature which demonstrates the effectiveness and efficiency of the proposed method.
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1. I NTRODUCTION

There are many physical problems which are naturally described by a system of DAEs, and
these problems have a wide range of applications in various branches of science and engineer-
ing, such as mechanical systems, chemical processes, optimal control, electric circuit design
and dynamical systems [1],[2],[3]. Chen [3] has used the DAEs to handle adjective dispersive
transport problems. Several numerical schemes were highlighted in solving DAEs [4][5]. In this
work, our focus is on DAEs with index-2. Numerical solutions for DAEs were first introduced
by [6]. DAEs are very important in real applications, as they appear in many aspects of life
and physical phenomena. For example, it plays a major role in mathematical modeling, such
as electrical circuits, electrical networks, robotic systems, multi-body systems, and aerospace
engineering etc.[7],[8],[9]. In general, DAEs are a combination of differential equations and
algebraic equations. To sort this kind of problems, we have an important quantity, namely Dif-
ferential Index. It is defined as the number of times needed to differentiate the DAEs in order
to get a system of ODEs. In higher index equations, the index is greater than one, and in our
case, the index is two. This type of equation is not easy to solve by numerical methods or by
analytical methods, since many of the solutions previously relied on index reduction. However,
the disadvantage in applying this method is due to an index reduction, as the solution may be
non-physical. Recently, researchers [2],[5],[10], have focused on solving index-2 DAEs. These
problems sometimes do not have exact solutions and are difficult to solve by numerical meth-
ods [11],[12]. Therefore, approximate analytical methods will be used. In this article, an Euler
Lagrange equation will be used, and it is given by the following form :

(1.1) u′(x) = f(x)−GT λ; g(x) = 0,

wheref : Rn × Rn → Rn andg(x) : Rn → Rn; whereG = g′(x). The Jacobian ofg(x) and
GT are nonsingular matrices, andg′(x) is a full row rank matrix. An important subclass of Sys-
tem (1.1) consists of DAEs arising from the simulation of constrained Mechanical Multibody
Systems. The mechanical system is of great priority in application, especially in the fields of
factories and robotic systems [3],[5]. The difficulty in solving this type of problem has moti-
vated our current work in this article by developing a scheme to facilitate computation and helps
in filling the mentioned gap.

Definition 1.1 (Differential index): The index along the solution path is defined as the mini-
mum number of differentiation of the System (1.1) that is required to reduce the system to a set
of ODEs.

2. DIFFERENTIAL TRANSFORM M ETHOD

The DTM was first introduced by Zhou [9], who solved linear and non-linear electrical circuit
problems using DTM[13]. He developed this method for partial differential equations and [14]
applied it for a system of DAEs. A review of the DTM is given below.

Definition 2.1 If a functionu(t) is analytical with respect tot in the domain of interest, then

(2.1) U(k) =
1

k!

[
dku(t)

dtk

]
t=t0

,

is the transformed function equation ofu(t) [15].
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Definition 2.2[15] The differential inverse transforms of the set{U (k) n
k=0
} is defined by

(2.2) u(t) =
∞∑

k=0

U(k)(t− t0)
k.

Substituting Eq.(1.1) into Eq.(2.1), we deduce that

(2.3) u(t) =
∞∑

k=0

(t− t0)
k

k!

[
dku(t)

dtk

]
t=t0

.

From Eq. (2.3), it is easy to see that the concept of DTM is obtained from the expansion of
the energy chain. To illustrate the proposed application of DTM to solve systems of ordinary
differential equations, consider the nonlinear system of DAEs [15]

(2.4)
du(t)

dt
= f (u(t), t) ; t ≥ t0,

wheref (u (t) , t) is a nonlinear smooth function system supplied with initial conditions:

(2.5) u (t0) = u0 (t) .

The DTM establishes that the solution of Eq. (2.4) which can be written as:

(2.6) u (t) =
∞∑

k=0

U (k) (t− t0)
k ,

whereU(0), U(1), U(2), . . . are unknowns to be determined by the DTM. Applying DTM to
the initial conditions in Eq.(2.5) and System (2.4) respectively, we obtain the transformed initial
conditions given by

(2.7) U (t0) = u0 (t) ,

and the recursion system becomes

(2.8) (1 + k) U (k + 1) = F (U (0) , . . . , U (k) , k) , k = 0, 1, 2, . . . ,

whereF (U (0) , . . . , U (k) , k) is the differential off (u (t) , t).
By utilizing Eq.(2.7) and Eq.(2.8), the unknownsU(k); k = 0, 1, 2, . . . , can be determined.

Then, the differential inverse transformation of the set of values{U(k)}m
k=0 gives the approxi-

mate solution

(2.9) u (t) =
m∑

k=0

U (k) (t− t0)
k ,

wherem is the approximation order of the solution (2.5). The exact solution of problem (2.4)-

(2.5) is then given byu (t) =
∞∑

k=0

U (k) tk .
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3. FORMULATION OF M SDTM

The basic definitions and theories of MsDTM are given by [16],[17]. Due to the fact that the
DTM failed to provide convergent approximate analytical solutions over large time intervals,
the MsDTM has been introduced to enhance the convergence over the interest interval. Gen-
erally, MsDTM requires small time steps, but are able to provide solutions with high accuracy
especially for initial value problems [18]. In addition, since it is based on the DTM, it does
not depend on a perturbation parameter, trial function, or Lagrangian multiplier as required by
other analytical methods. In the next section, the MsDTM is then proposed to solve a system of
DAEs of index 2.

4. ADOMIAN POLYNOMIALS AND DTM

In this section, Adomian Polynomials (APs) and DTM will be reviewed in terms of their
relationship properties. In general, a nonlinear termN(u) in a differential equation can be de-
composed in terms of APs [15],[12].

Theorem 1. Letf be an analytical function withf (u) =
∑∞

0 fk (U0, . . . , Uk) , wherefk

are the AP andu =
∑∞

0 Uk. If Uk = uk (x) tk, thenf (u) =
∑∞

0 fk (U0, . . . , Uk).

The proof of Theorem 1 is given in [19]. The following definitions and theorems are new,
and their proofs follow directly from Theorem 1 and the properties of power series.

Definition 4.1 Letf ∈ Rn be an analytical function withf (u) = (f1 (u) , . . . , fn (u)) T and
let ft,k be thek−th AP corresponding to the componentfi (u). Thenfk = (f1, k , . . . , fn, k) is
called the vector of thekth AP corresponding tof(u).

Definition 4.2 LetA ∈ Rnxn be analytical withA (u) = (Aij (u)) and letAij,k be thekth
AP corresponding the entryAij (u). Then

Ak = (Aij,1, ..., Aij,k)
T

corresponding toA(u).

Theorem 2. Letf(u), g(u), h (u) ∈ Rn andA (u) , H (u) ∈ Rnxn be analytical, then the
vectors and matrices of thekth AP corresponding tof (u) , g (u) , h (u) , A (u) andH (u)
satisfy:

(1) h (u) = f (u) + αg (u) thenhk = fk + αgk; α is scalar,

(2) h (u) = f (u)T , thenhk = fT
k.,

(3) h (u) = A (u) f (u) thenhk =
∑k

t=0 Ak−i fi.

(4) h (u) = A(u)T thenHk = AT
k.

(5) h (u) = A−1 (u) f (u) thenhkA
−1
0 (fk −

∑k−1
t=0 Ak−i−1 fi.)

5. QUASILINEAR DAE OF I NDEX-2

The DAE of index-2 is given by

(5.1) u′ (x) = f (x)−GT , 0 = g (x) ,
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wheref : Rn × Rn → Rn, g : Rn → Rn andG = g′(u (x)). The Jacobian ofg andGGT is a
nonsingular matrix and full row rank.

By using the results of Theorem 2 and applying the DTM, the following series are obtained

(5.2)
∑∞

k=1
knk

tk
−1

=
∑∞

k=0
(GK−L

λL);
∑∞

k=0
gk(x)tk = 0.

Equating like terms in Eq. (5.1), the algebraic recursive system is then created, given by

kuk (x) = fk−1 −
∑k−1

i=0
GT

K−1−l
λl,

G0uk (x) = sk,

sk = −gk (x) + G0uk(x).(5.3)

Multiplying Eq. (5.2) byG0, we obtain

(5.4)
ksk = G0fk−1 − G0

k−1∑
i=0

GT
K−1−l

l,

K1 =
(
G0G

T
0

)−1
(
G0fk1 − ksk −G0

∑k−2

l=0
Gk−ll

)
.

Lastly, from Eq. (5.2),uk(x) for k ≥ 1, can be determined as

(5.5) uk (x) =
1

k
fk−1 −

1

k

∑k−1

i=0
GT

K−1−l
l.

Finally,

(5.6) u(x) =
∑∞

k=0
ukt

k; λ(t) =
∑∞

k=0
λkt

k,

wherek is the order of approximation ofu(x).

6. APPLICATION OF M SDTM

In this section, the MsDTM is applied for solving a DAE problem to illustrate the advantages
and the accuracy of the MsDTM. The following example will be solved by MsDTM to illustrate
the solution procedure of the proposed method in solving a quasi-linear DAEs of index-2;

(6.1)
u′ (t) = (−u2 (t)− 2u1 (t) u1 (t)− 2u2 (t)) + 2

(
u1 (t)

u2 (t)

)
λ,

g (u (t)) = u2
1 (t) + u2

2 (t)− 1,

and its JacobianG (u (t)) = (2u1 (t) , 2u2 (t)) is full row rankr = 1. For consistent initial con-
ditions,u(0) = (0, 1)T . The exact solution for this example isu (t) = (sin t, cos t)T , u (t) = 1.

Figure 1, Figure 2 and Figure 3 show the approximation solution for componentsu1 (t) , u2 (t)
andλ. Figure 4, Figure 5 and Figure 6 display the errors ofu1 (t) , u2 (t) andλ.

Figures 1-6 illustrate the approximate solution of MsDTM which show that it is close to the
exact solution of a DAE foru1(t) andu2(t). The above results demonstrate the MSDTM’s
efficiency which involves only a few terms to obtain the approximate solutions. The results
illustrate the accuracy of the MsDTM by applying it to solve the nonlinear DAEs.
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Figure 1: Approximate solution of componentu1(t) with the exact solution

Figure 2: Approximate solution of componentu2(t) with the exact solution

Figure 3: Approximate solution ofλ with the exact solution

7. CONCLUSIONS

In this work, the MsDTM has been successfully applied to find an approximate solution for
a quasi-linear DAE system of index 2. The results have demonstrated that the proposed method
has efficiently solved DAEs of index 2. It is observed that MsDTM is an effective tool for
solving DAEs, where the solution obtained is in good agreement with the exact solution. In
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Figure 4: Error of componentu1(t) using MsDTM approximation

Figure 5: Error of componentu2(t) using MsDTM approximation

Figure 6: Error ofλ using MsDTM approximation

many cases, the series solutions obtained using MsDTM can be written in an exact closed form.
In addition, the proposed method reduces the computational difficulties of analytical methods
or traditional methods and only involve simple calculations.
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