
The Australian Journal of Mathematical
Analysis and Applications

AJMAA

Volume 13, Issue 1, Article 11, pp. 1-7, 2016

CREDIBILITY BASED FUZZY ENTROPY MEASURE

G. YARI, M. RAHIMI, B. MOOMIVAND AND P. KUMAR

Received 24 April, 2016; accepted 19 July, 2016; published 19 September, 2016.

DEPARTMENT OFMATHEMATICS, IRAN UNIVERSITY OF SCIENCE AND TECHNOLOGY, TEHRAN, IRAN.
Yari@iust.ac.ir

Mt_Rahimi@iust.ac.ir
URL: http://www.iust.ac.ir/find.php?item=30.11101.20484.en

URL: http://webpages.iust.ac.ir/mt_rahimi/en.html

QARZOL-HASANEH MEHR IRAN BANK , TEHRAN, IRAN.
B.moomivand@qmb.ir

DEPARTMENT OFMATHEMATICS AND STATISTICS, UNIVERSITY OF NORTHERNBRITISH COLUMBIA ,
PRINCE GEORGE, BC, CANADA .

Pranesh.Kumar@unbc.ca

ABSTRACT. Fuzzy entropy is the entropy of a fuzzy variable, loosely representing the informa-
tion of uncertainty. This paper, first examines both previous membership and credibility based
entropy measures in fuzzy environment, and then suggests an extended credibility based measure
which satisfies mostly in Du Luca and Termini axioms. Furthermore, using credibility and the
proposed measure, the relative entropy is defined to measure uncertainty between fuzzy num-
bers. Finally we provide some properties of this Credibility based fuzzy entropy measure and to
clarify, give some examples.
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1. I NTRODUCTION

Theory of fuzzy sets, proposed by Zadeh [16] is to measure the degree of uncertainty due to
the vagueness and complexity, where entropy, proposed by Shannon in 1948, measures the de-
gree of uncertainty which results from randomness. Thus, to measure the degree of uncertainty
caused by personal judgment, Du Luca and Termini [2] defined the synthesis of fuzzy entropy.
He replaced the membership degrees of elements with the variables in the Shannon function.
Later, he and his succeed researchers such as Kosko [3], Al-Sharhan et al. [1], Zhang et al.
[17] debated the probabilistic and not-probabilistic fuzzy entropies. Lee et al. [6] introduced
some modifications to the original fuzzy entropy. The fuzzy entropy is employed in various
sciences such as finance, management, computer sciences and biology. For example, Li et al.
[9] measured the degree of ambiguity in image by the entropy of the fuzzy set and applied it
in breast cancer detection. Meng and Chen [12] developed an approach for fuzzy multi-criteria
decision making using entropy with incomplete weight information. Ning, et al. [13] employed
it in portfolio management where the fuzzy valued shares were optimized by entropy in a ge-
netic algorithm. Later, Yari et al. [15] developed another approach of multi criteria methods in
Valuation of American Options. They used Black Scholes differential equation and EM algo-
rithm to estimate parameters of probability distributions. In information theory, the Kullback
Leibler divergence [4, 5] which is called the relative entropy is defined as a measure of differ-
ence between two probability distributions. Afterwards, by the mixture of fuzzy and entropy,
fuzzy relative entropy is extended and employed is many sciences. In 2002, Liu and Liu [10]
presented a new formula for expected values of fuzzy variables using the credibility functions.
Afterwards, many concepts and properties of fuzzy credibility functions were defined. Li and
Liu [8] denoted a sufficient and necessary condition for credibility measures. Recently, an en-
tropy measure for discrete and continuous Fuzzy variables is defined by Li and Liu [7] based
on the credibility distributions. The paper is organized as follows. After the introduction in
Section 1, some concepts and knowledge about fuzzy sets, fuzzy entropy, relative entropy and
credibility are introduced in Section 2. In the following Section, after a brief discussion of Li
and Liu [7]’s entropy and Du Luca and Termini’s axioms, novel entropy measure and its cor-
responding properties and examples are given. Relative entropy between fuzzy numbers based
on credibility function is also introduced in this section. Finally, we conclude in Section??.

2. PRELIMINARIES

We first remind fuzzy sets and then we can have the definitions of credibility measure and
entropy. A fuzzy set over X is defined as below:

Ã = {x, µÃ(X), 1− µÃ(X)|x ∈ X} µÃ(X) : X −→ [0.1](2.1)

whereµÃ(X) defines the degree of membership of x for everyx ∈ X
For credibility measure, letξ and r be a fuzzy value and a real number, respectively. Then the

credibility of {ξ ≤ r} by Liu and Liu [10] is defined as:

Cr{ξ ∈ β} =
1

2
(Pos{ξ ∈ β}+ Nec{ξ ∈ β}) =

1

2
(Supx∈βµ(x) + 1− Supx∈βcµ(x))(2.2)

or generally (Mandal et.al [11])

ξ ∈ β} = ρPos{ξ ∈ β}+ (1− ρ)Nec{ξ ∈ β}, 0 ≤ ρ ≤ 1(2.3)

De Luca and Termini [2] first axiomitized the fuzzy entropy measure as follows:
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FS1: H(Ã)=0 iff Ã is a crisp set,i.e.,µ
eA(xi)=0 or 1∀xi ∈ X

FS2: H(Ã)= the maximum value iffµ
eA(xi)=0.5∀xi ∈ X

FS3: H(Ã) ≤ H(B̃) if Ã is less fuzzy thañB ∀xi ∈ X

FS4: H(Ã) = H(Ã), whereÃ is the component of̃A.
where H(̃A) is the entropy measure for fuzzy variable,ξ.
Later, the entropy axioms for fuzzy variable was defined by Li and Liu [8] using the credibil-

ity distributions.

H(ξ) =

∫ +∞

−∞
S(Cr{ξ = x})dx,(2.4)

for continuous and similar for discrete using sigma
where

S(t) = −tLnt− (1− t)Ln(1− t), 0 ≤ t ≤ 1(2.5)

To measure the entropy of a fuzzy number related to another, Ohya,and Naritsuka [14] defined
the discrete fuzzy relative entropy which was an extension of fuzzy entropy for two probability
measures.

Sfuz(ξ|η) ≡

{
k

∑n
i=1 f v

i log fi

gi
if f � g

∞ otherwise
(2.6)

wherev = log2e, k > 0, fi and gi, i ∈ {1, 2, 3, ..., n} are the membership functions over
π = {w1, w2, ..., wn, }, and f� g denotes that g(w)=0 gives f(w)=0, we take 0log0=0.

3. ENTROPY AND RELATIVE ENTROPY MEASURES

3.1. Entropy for fuzzy variables. Entropy is a measure of disorder in a system which is mea-
sured and axiomatized for fuzzy variables by De Luca and Termini [2]. But the entropy measure
in Li and Liu [8] which is based on credibility, doesn’t completely match the mentioned axioms,
because the second measure is not directly related to the fuzziness of a value, but directly to the
credibility.

Example 3.1. Let ξ andη be two simple discrete fuzzy variables taking values in{x1, x2, x3}
with possibilities{1, 0.5, 0.75} and {1,0.5,0.25} respectively. Obviously, the entropy measures
are equal by FS4, and this meansx3 doesn’t differ with 1-x3 because of its fuzziness. But,
using credibility, the entropy values forξ andη are respectively 1.25 and 1.125 whenρ = 0.5.
That is; the lower membership ofx3 reduced the entropy value in credibility functions . On
the other hand, a problem in the membership based entropy is measuring the fuzzy numbers
separately. That is; in this system, the discrete points wouldn’t be considered due to others and
consequently we are facing to some uncorrelated variable instead of a system.

To solve these two problems, we define the following credibility based entropy correlated
measure.

Hc(ξ) =

∫ +∞

−∞
S(ECr{ξ = x})dx, for x ⊂ β(3.1)

whereβ is the smallest interval containing the positive possibilities according to the following
lemma.
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ECr{ξ ∈ β} = ρSupx∈β{1− µ(x) ∨ γ(x)}+ (1− ρ)(1− Supx∈βc{µ(x) ∨ γ(x)})(3.2)

whereµ(x) ∨ γ(x) = maxCount(µ(x), γ(x)) = max(µ(x), γ(x))
where ECr is the credibility of not-disordering in a fuzzy variable and integral reduces to

sigma for continuous distributions.
It is obvious that on the contrary of entropy measure in Li and Liu,Hc(ξ) satisfies FS2 to

FS4 in Du Luca and Termini. That is; byHc(ξ), the definitions in maximum entropy, fuzziness
value and the component of fuzzy variables got compatible with Du Luca and Termini. But yet,
similar to Li and Liu, the measure does not match FS1 and of course this is the positive matter
of Li and Liu’s credibility based entropy measure, because the correlation between the elements
(in discrete numbers) or intervals (in continuous numbers) is not ignored.

Example 3.2. Let ξ be a triangular fuzzy number, then, entropy measure with the membership
function,µ, is given as:

µ(x) =


x−a
b−a

a ≤ x < b
c−x
c−b

b ≤ x ≤ c

0 otherwise

ECr(ξ = x) =



ρx−a
b−a

a ≤ x < a+b
2

ρ b−x
b−a

a+b
2
≤ x < b

ρx−b
c−b

b ≤ x < b+c
2

ρ c−x
c−b

b+c
2
≤ x < c

0 otherwise

Hc(ξ) = Hc{x∈[a, a+b
2

]}(ξ) + Hc{x∈[a+b
2

,b]}(ξ) + Hc{x∈[b, b+c
2

]}(ξ) + Hc{x∈[ b+c
2

,c]}(ξ)

=
9Ln3− 8Ln4 + 4

16
(c− a), forρ =

1

2

More generally:

Hc(ξ ≤ x) =


0 x < a
9Ln3−8Ln4+8

16
(x− a) a ≤ x < c

9Ln3−8Ln4+8
16

(c− a) x ≥ c

Properties:

1) Upper and lower bounds: For a continuous fuzzy variable,ξ, with positive
possibility in interval [a, b], we have0 ≤ Hc(ξ) ≤ (b − a)Ln2 when discrete
environment with n membership degrees, we have0 ≤ Hc(ξ) ≤ nLn2

Because−ECrLn(ECr)− (1−ECr)Ln(1−ECr) reaches its maximum
value in Ln2, forECr = 1

2.

2) Rearrangement: Letξ andη be two continuous fuzzy variables with member-
ship functionsµ(=

⋃n
i=1 ui) andλ(=

⋃n
i=1 vi), respectively, where{u1, u2, ..., un}

is a rearrangement of the sequence{u1, u2, ..., un}, andui, vi = 1, 2, ..., n nare
disjoint intervals. Then, we haveHc(ξ) = Hc(η)
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This Property works for discrete variables whenuis andvis are constant as
the membership values. Proof: This lemma can be easily demonstrated from
the definition ofHc(ξ).

3) Non-Monotonicity: Letξ and η be two continuous fuzzy variables with
membership disjoint functionsµ andη, respectively. Then, we haveHc(ξ) >
Hc(ξ ⊕ η) whenη reduces the fuzziness ofξ, and we haveHc(ξ) < Hc(ξ ⊕ η)
whenη grows the fuzziness ofξ.
where⊕ is as operation between two fuzzy numbers and defined as:ξ ⊕ η =
{〈x, µξ(x) + µη(x)−µξ(x)µη(x), 1− (µξ(x) + µη(x)−µξ(x)µη(x))〉|x ∈ X}.

This Property also works for discrete variables.
As a simple example, letξ andη be two discrete fuzzy variables with the

similar membership degrees{1, 1
2}. It is obvious thatξ ⊕ η (with the member-

ship degrees{1, 3
4} reduces the fuzziness and consequently reduces the entropy.

Therefore:Hc(ξ) > Hc(ξ ⊕ η)
We haveHc(ξ) = Hc(η) = 1.125 whereHc(ξ ⊕ η) = 0.754
But if ξ andη be two discrete fuzzy variables with the similar membership

degrees{1, 1
4}, we the membership degrees{1, 7

16} for ξ ⊕ η and Hc(ξ) <
Hc(ξ ⊕ η), whereHc(ξ) = Hc(η) = 0.754 whereHc(ξ ⊕ η) = 1.37.

3.2. Relative entropy for fuzzy variabless.

Definition 3.1. Let ξ and η be two discrete fuzzy numbers taking values in
{x1, x2, ..., xn} with membership degrees{µ1, µ2, ..., µn} and{λ1, λ2, ..., λn},
respectively. The relative entropy between these two numbers is defined as:

ReECr(ξη) ≡

{
k

∑n
i=1 ECrv(ξ = xi)log

ECr(ξ=xi)
ECr(ξ=xi)

) ifµi � λi

∞ otherwise
(3.3)

wherev = log2e and k>0. We have

ReECr(ξη) ≡

{
k

∫ +∞
−∞ ECrv(ξ = x)logECr(ξ=x)

ECr(ξ=x)) ifµ � λ

∞ otherwise
(3.4)

For continuous fuzzy variables,ξ andη with membership functions,ξ and
λ, taking values in R, andβ is the smallest interval containing the simultane-
ously positive possibilities inξ andη, and is employed by the following the-
orem. Thus, for triangular fuzzy numbers, if there is anyx ∈ U (universe of
discourse), such thatb1 6= b2 or µ(x) > 0 (while λ(x) = 0), c.
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Theorem 3.1.Let ξ be a continuous fuzzy variable that takes value in R. If
there exist an interval, B such thatCr{ξ ∈ B} = 1, then for every interval,
α(s.t.α ∩ β) = φ, we haveCr{ξ ∈ α} = 0.

Proof: The proof is similar to lemma 1 in Li and Liu[7] for discrete fuzzy
variables.

Example 3.3. Let ξ and η be two triangular fuzzy numbers with the mem-
bership functions,µ and λ, respectively, then, the relative entropy measure,
ReECr(ξη), for k, Î¡=1 is given as:

µ(x) =


x−a1

b1−a1
a1 ≤ x < b1

c1−x
c1−b1

b1 ≤ x ≤ c1

0 otherwise

λ(x) =


x−a2

b2−a2
a2 ≤ x < b2

c2−x
c2−b2

b2 ≤ x ≤ c2

0 otherwise

ReECr(ξη) =

∫ c2

a2

Crv(η = x)log
Cr(η = x)

Cr(η = x)
)dx

=
4α2Ln(τ + α)− α2Ln(α)− τ 2Ln(τ)− ατ

4τ

+
4β2Ln(θ + β)− β2Ln(β)− θ2Ln(θ)− βθ

4τ
whereα = a2 − a1, β = c2 − c1, τ = b− a2 and θ = c2 − b.

4. CONCLUSION

Du Luca and Termini axioms for fuzzy entropy measures were first recalled in
this paper. We then proposed credibility based fuzzy entropy measure which
satisfied mostly with Du Luca and Termini. Furthermore, to illustrate the pro-
posed measure, the properties and some examples were provided. Afterwards,
based on this credibility measure, the relative entropy was defined as a measure
between two fuzzy numbers. Therefore, hereinafter these measures can be used
in the scientific works as the entropy measure in fuzzy environment.
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