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ABSTRACT. Projected dynamical systems theory represents a bridge between the static worlds
of variational inequalities and equilibrium problems, and the dynamic world of ordinary dif-
ferential equations. A projected dynamical system (PDS) is given by the flow of a projected
differential equation, an ordinary differential equation whose trajectories are restricted to a con-
straint setK. Projected differential equations are defined by discontinuous vector fields and
so standard differential equations theory cannot apply. The formal study of PDS began in the
90’s, although some results existed in the literature since the 70’s. In this paper we present a
novel result regarding existence of equilibria and periodic cycles of a finite dimensional PDS
on constraint setsK, whose points satisfy a corner condition. The novelty is due to proving
existence of boundary equilibria without using a variational inequality approach or monotonicity
type conditions.
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2 MATTHEW D. JOHNSTON AND MONICA-GABRIELA COJOCARU

1. I NTRODUCTION

A projected dynamical system is given by the flow of a projected differential equation [7], an
ordinary differential equation whose trajectories are restricted to some constraint setK. Such
systems naturally arise when optimization and equilibrium problems are placed in a dynamical
context as is often dictated in economics, networking, engineering and other applications (see
[4, 16, 17] and the references therein). In particular, the discipline owes much of its development
to the study of variational inequality (VI) problems, which has been ongoing since the 1960s
[2, 10, 13, 14, 15].

The formal study of projected dynamical systems began in the early 1990s on Euclidean
spaces, with papers investigating the existence of solutions to initial value problems of pro-
jected differential equations over a variety of constraint setsK [8, 9]. The study of projected
differential equations is complicated by the discontinuity of the vector field along the bound-
ary of the constraint setK, which means that much of standard ordinary differential equations
theory does not apply. The study has been extended to Hilbert spaces (see [4, 5, 7, 11, 12]).
There are existence and uniqueness results for solutions to such equations in the class of ab-
solutely continuous functions over the interval[0,∞). The study of critical points for projected
dynamical systems, including their stability analyses under various monotonicity conditions,
has similarly been conducted in both finite (Rn) and infinite dimensional (Hilbert) spaces (see
[6, 11, 17]).

In general, the existence of equilibrium points of a PDS is obtained via the well-developed
theory of VIs, due to the fact that all critical points of a PDS can be obtained by solving an
associated VI. The main result of this paper, however, establishes the existence of boundary
equilibrium points for a finite-dimensional PDS without the use of a VI problem, or the use of
monotonicity conditions, or of Lyapunov-type constructions. Instead, we use the geometry of
the constraint set to obtain the result.

The study of periodic behaviour for PDS began only recently with the publication of [5],
which considered the existence of periodic cycles under monotonicity conditions; however,
similar results exist in related literature [1]. Here we are interested in finding other approaches
to study the existence of such cycles. In this paper we consider conditions on the constraint set
K under which periodic solutions may not pass through a corner point. We note that sets with
corner points arise frequently in applications. Nonnegativity of investments/resources requires
the setRn

+. Other constraint sets with corners can appear in game theory, when strategies are
restricted to some form of hypercube [3], or in linear programming problems where the corners
arise at the intersection of linear constraints.

The paper is organized as follows. In Section 2, we present a brief overview of convex
cones, projection operators and projected dynamical systems. In Section 3, we outline a few
useful results from differential inclusion theory as they relate to our consideration of projected
dynamical systems. In Section 4, we state and prove the main results of the paper, and provide
an illustrative example. In Section 5, we give a few concluding remarks and possible avenues
for future work.

We note that, while many of the definitions and results used in this paper can be formulated
in spaces other thanRn, we limit our considerations here to this space. As such, we let‖ · ‖
denote the standard Euclidean norm and〈·, ·〉 denote the standard Euclidean inner product.

2. CONVEX CONES, PROJECTION OPERATORS AND PROJECTED DYNAMICAL

SYSTEMS

In order to define a projected dynamical system, we assume the reader is familiar with the
concepts of closed convex subsets and cones inRn (see, for example, [1]). Given a nonempty,
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closed and convex setK, we can associate to each pointx∗ ∈ K two closed and convex cones
which are crucial to our understanding of projected dynamical systems: thetangent coneand
thenormal cone.

Definition 2.1. Thetangent cone(or contingent cone) to a pointx∗ ∈ K is defined to be

TK(x∗) =
⋃
δ>0

1

δ
(K − x∗).

Definition 2.2. Thenormal coneto a pointx∗ ∈ K is defined to be

NK(x∗) = {y ∈ Rn | 〈y, x− x∗〉 ≤ 0, ∀ x ∈ K}.

It is known that ifK is closed and convex then these cones are polar to one another, i.e.,
∀ x ∈ TK(x∗), y ∈ NK(x∗), 〈x, y〉 ≤ 0. We now introduce theprojection operatorandvector
projection operator, which are the tools by which solutions are restricted to our constraint set
K.

Definition 2.3. Theprojection operator, or closest element mapping, PK : Rn → K is given
by PK(x) ∈ K such that

‖x− PK(x)‖ ≤ ‖x− y‖, ∀ y ∈ K.

While the projection operator is not differentiable in the classical sense, it does permit a
one-sided directional derivative given by:

Definition 2.4. Thevector projection of a vectorv ∈ Rn at a pointx ∈ K ontoK is defined
to be

(2.1) ΠK(x, v) = lim
δ→0+

PK(x + δv)− x

δ
.

Application of this concept is significantly simplified by the following result, which can be
found in [19], Lemma 4.6:

Theorem 2.1.LetK ⊂ Rn be a closed and convex set andv ∈ Rn. Then for everyx ∈ K

ΠK(x, v) = PTK(x)(v).

We now define a projected differential equation and a projected dynamical system. We note
that the accepted convention in the literature is to use−F to denote the vector field, which
is a consequence of how projected dynamical systems have arisen with respect to variational
inequality theory. This is the convention that will be used throughout this paper.

Definition 2.5. Let K ⊂ Rn be a closed and convex set and−F : K → Rn be a vector field.
Then theprojected differential equation associated withK and−F is given by

(2.2)
dx(t)

dt
= ΠK(x(t),−F (x(t))).

To any such equation we can associate theinitial value problem(IVP)

(2.3)
dx(t)

dt
= ΠK(x(t),−F (x(t))), x(0) = x0 ∈ K.

By a solution to (2.3) we mean a solution in the following sense.

Definition 2.6. An absolutely continuous functionx : [0,∞) → Rn such thatx(t) ∈ K for all

t ∈ [0,∞) and
dx(t)

dt
= ΠK(x(t),−F (x(t))), for almost allt ∈ [0,∞), is called asolution to

the initial value problem (2.3).
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4 MATTHEW D. JOHNSTON AND MONICA-GABRIELA COJOCARU

Supposing that solutions to (2.3) exist onR+ and are uniquely defined for each initial point
x(0) = x0, then we define a PDS as follows:

Definition 2.7. A projected dynamical systemis given by a mappingΦ : K × R+ → K that
solves the initial value problem

Φ̇x(t) = ΠK(Φx(t),−F (Φx(t))), Φx(0) = x ∈ K

where we takeΦx(t) := Φ(x, t).

We now state an important existence and uniqueness result for solutions of PDS (see [7] for
a proof):

Theorem 2.2. Let X be a Hilbert space of arbitrary dimension andK ⊂ X be a non-empty,
closed and convex subset. Let−F : K → X be a Lipschitz continuous vector field andx0 ∈ K.
Then the initial value problem

dx(t)

dt
= ΠK(x(t),−F (x(t))), x(0) = x0

has a unique absolutely continuous solution on the interval[0,∞).

As we consider in this paper only finite-dimensional Euclidean spaces, we takeX := Rn.
It is known that the critical points of projected differential equations can be classified in the

following way:

Proposition 2.3. The pointsx∗ ∈ K satisfying

(2.4) ΠK(x∗,−F (x∗)) = 0.

coincide with the pointsx∗ ∈ K satisfying

(2.5) − F (x∗) ∈ NK(x∗).

We note that, since0 ∈ NK(x) regardless of the choice ofx ∈ K, it is always true that if
the vector field−F vanishes at a pointx∗ ∈ K thenx∗ is a critical point. In general, in the
PDS literature the existence of critical points as in Proposition 2.3 is obtained via the following
result (see [5, 12, 17] for proofs):

Theorem 2.4.The critical points of (2.2) coincide with the solutions of the variational inequal-
ity problem:

findx∗ ∈ K s.t. 〈F (x∗), y − x∗〉 ≥ 0, ∀ y ∈ K.

VI theory has numerous existence results for solutions of such problems. The existence of
critical points of PDS follows as a result of Theorem 2.4. In this paper, however, we ask the
question of finding different criteria for existence of boundary critical points of PDS without
involving the use of VI theory. We answer this question by considering the geometry of the
constraint setK.

3. DIFFERENTIAL I NCLUSIONS AND V IABLE TRAJECTORIES

In applications, it is often useful to consider the derivative (or the “rate of change” of a
process) to be an element of a set rather than to equal an explicit expression. Such a con-
sideration gives rise mathematically to what is known as adifferential inclusion, a field with
substantial mathematical literature to date (for a comprehensive introduction to differential in-
clusions and set-valued mappings, see [1] and the references therein). In this section, we show
in brief how a PDS is naturally related to a differential inclusion, and how this relation helps in
the study of a projected dynamics. We state here only those definitions and results which are
directly relevant to the topic at hand.
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We consider throughout the following differential inclusion:

(3.1) ẋ(t) ∈ −F (x(t))− ÑK(x(t)), a.a.t ∈ [0,∞),

where

(3.2) ÑK(x) = {n ∈ NK(x) | ‖n‖ ≤ ‖F (x)‖}.
It is known that the solution set of this inclusion contains the specific solution to Equation (2.2)
[1]. More explicitly the following theorem follows from a theorem in [1], Ch. 5, taking−F (x)
to be a singleton.

Theorem 3.1.LetK ⊂ Rn be a nonempty, closed and convex subset. Then the solutions to the
initial value problem (2.3) coincide with the viable solutions to the differential inclusion (3.1).

We notice by Theorem 2.2 that if−F is Lipschitz continuous then the solution to (2.3) is in
fact unique. This result therefore implies the uniqueness of any viable solution of (3.1). (The
definition of aviable trajectoryis given below in Definition 3.2.)

Definition 3.1. Let A, B ⊆ Rn. A set-valued mappingG : A → 2B is a map that associates
to anyx ∈ A a subsetG(x) ⊆ B, where by2B we denote the collection of subsets ofB.

Remark 3.1. We are often interested in constructingε-neighbourhoods around sets rather than
singletons. Given a non-empty subsetD ⊂ Rn, we take

B(D, ε) :=
⋃
x∈D

B(x, ε)

where byB(x, ε) we denote the open ball of radiusε centered atx ∈ Rn.

The concepts of upper hemicontinuity and upper semicontinuity are well-known for set-
valued mappings and are related by the following theorem (see [1], Ch. 1).

Theorem 3.2. Let A, B ⊆ Rn and G : A → 2B be a set-valued mapping such thatG(x)
is convex and compact for eachx ∈ A. Then ifG is upper hemicontinuous atx it is upper
semicontinuous atx.

The following results give properties of the set-valued mappingx 7→ −F (x)− ÑK(x) of the
differential inclusion above (see [7] for a proof):

Theorem 3.3.LetK ⊂ Rn be a non-empty, closed and convex subset and−F : K → Rn be a
Lipschitz continuous vector field with Lipschitz constantb. LetL > 0 andx0 ∈ K arbitrarily
fixed. Then the set-valued mappingx 7→ −F (x)− ÑK(x)

(1) is upper hemicontinuous onK ∩B(x0, L);
(2) has non-empty, compact and convex values for eachx ∈ K.

Using Theorems 3.2 and 3.3 we obtain:

Theorem 3.4. Assume the hypotheses of Theorem 3.3. Then the set-valued mappingx 7→
−F (x)− ÑK(x) is upper semicontinuous onK ∩B(x0, L).

Remark 3.2. We notice that if, in addition to the hypotheses of Theorem 3.3,K ⊂ Rn is
bounded then the set-valued mappingx 7→ −F (x) − ÑK(x) is upper hemicontinuous and
upper semicontinuous onK since we can takex0 ∈ K fixed andL > 0 large enough so that
K ⊂ B(x0, L).

The central concept we will be interested in with regards to the inclusion (3.1) is that of
viability, which is a generalization of the notion of a solution (see Definition 2.6) to the case of
a set-valued vector field.
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Definition 3.2. Let K ⊂ Rn be a non-empty subset andG : K → 2Rn
be a set-valued mapping.

An absolutely continuous trajectoryx(t) of the differential inclusioṅx(t) ∈ G(x(t)) is viable
onK if

x(t) ∈ K, ∀ t ∈ [0,∞).

The book [1] presents a number of results regarding the existence of viable trajectories. The
following is the one we use ([1], Ch. 4).

Theorem 3.5. LetK ⊂ Rn be a nonempty and compact subset andG : K → 2Rn
be a proper

upper hemicontinuous map with compact, convex values. Suppose that for everyx ∈ K

G(x) ∩ TK(x) 6= ∅.
Then for everyx0 ∈ K, there exists a viable trajectory of the differential inclusionẋ(t) ∈
G(x), x(0) = x0, defined on[0,∞).

We are interested in how this result applies to the setG(x) := −F (x)−ÑK(x). The following
is essential to our application of Theorem 3.5 during the proof of the main result of this paper.

Proposition 3.6. LetK ⊂ Rn be a non-empty, closed and convex subset. Then,∀ x ∈ K,

(3.3) [−F (x)− ÑK(x)] ∩ TK(x) 6= ∅.
Proof. From Propositions 2 and 3, Ch. 0, of [1], we have that

PTK(x)(−F (x)) + PNK(x)(−F (x)) = −F (x)

with
‖PTK(x)(−F (x))‖2 + ‖PNK(x)(−F (x))‖2 = ‖F (x)‖2.

The latter implies that‖PNK(x)(−F (x))‖ ≤ ‖F (x)‖, which by definition implies that
PNK(x)(−F (x)) ∈ ÑK(x). SincePTK(x)(−F (x)) ∈ TK(x) trivially, the result follows. �

4. PERIODIC CYCLES ON SETS WITH CORNERS

In this section we considerK ⊂ Rn to be a non-empty, compact and convex set which
contains some point(s)x∗ ∈ K satisfying the condition

(4.1) ∀ v1, v2 ∈ TK(x∗), 〈v1, v2〉 ≥ 0.

In the most general terms, this condition is a measure of the sharpness of a corner point.
In this section we state and prove several properties of systems on constraint sets with points
satisfying this condition (Lemma 4.2 and Theorem 4.3). The section concludes with a result
(Corollary 4.5) regarding the nature of periodic orbits as they relate to such points.

We note that sets with corner points satisfying this condition arise frequently in applications.
Nonnegativity of investments/resources, for example, often dictates such a condition at the ori-
gin of the constraint setK = Rn

+. The condition is also satisfied in game theory when strategies
are typically restricted to some form of hypercube (i.e.K = [0, 1]n wheren is the number of
players [3]). It is also applicable to linear programming problems where the condition can arise
at the intersection of linear constraints.

The proof of the main result of this paper (Theorem 4.3) requires several classical results. We
state Theorem 4.1 in a formulation most suitable for our purposes (see [18]).

Theorem 4.1. [Hyperplane Separation Theorem]LetC1 andC2 be closed convex cones inRn.
ThenC1 andC2 intersect only at the origin andC1 does not contain a line through the origin if
and only if there exists anα ∈ Rn, α 6= 0 such that

〈α, x〉 > 0, ∀ x ∈ C1, x 6= 0, and

〈α, y〉 ≤ 0, ∀ y ∈ C2.
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The proof of the main result utilizes the following lemma.

Lemma 4.2. Let K ⊂ Rn be a nonempty, closed and convex subset such that there exists
x∗ ∈ K satisfying condition (4.1). Then

(4.2) − TK(x∗) ⊆ NK(x∗).

Proof. By assumption,∀ v1, v2 ∈ TK(x∗), 〈v1, v2〉 ≥ 0. This implies〈−v1, v2〉 ≤ 0. Recalling
the definition of the tangent cone (Definition 2.1), we substitutev2 := x− x∗ (wherex ∈ K is
chosen arbitrarily) to get〈−v1, x−x∗〉 ≤ 0. Since this applies for allx ∈ K, by the definition of
the normal cone (Definition 2.2), we have−v1 ∈ NK(x∗). Since−v1 ∈ −TK(x∗) was chosen
arbitrarily,−TK(x∗) ⊆ NK(x∗). �

We now state and prove the main result of this section. This theorem states that if a trajectory
reaches a sufficiently sharp corner point, as defined by condition (4.1), then the corner point is
an equilibrium for this trajectory. The section concludes with Corollary 4.5 which relates this
theorem to periodic cycles of projected dynamical systems.

Theorem 4.3. LetK ⊂ Rn be a nonempty, compact and convex subset and−F : K → Rn be
a Lipschitz continuous vector field. Suppose there existsx∗ ∈ K satisfying condition (4.1) and
a solution to the IVP (2.3), denotedx(t), such thatx(0) 6= x∗ andx(t∗) = x∗ for somet∗ > 0.
Thenx(t) = x∗, ∀ t > t∗.

Proof. Sincex(t) = x∗, ∀ t > t∗ implies−F (x∗) ∈ NK(x∗) by Proposition 2.3, this result is
equivalent to showing that if−F (x∗) 6∈ NK(x∗) then there exists no trajectory originating in
K \ {x∗} that reachesx∗ in finite time.

We will assume−F (x∗) 6∈ NK(x∗). This implies that

(4.3) NK(x∗) ∩ [−F (x∗)− ÑK(x∗)] = ∅.

To see that this is the case, assume the contrary. IfNK(x∗)∩ [−F (x∗)− ÑK(x∗)] 6= ∅ we have
that∃ n1, n2 ∈ NK(x∗) (sinceÑK(x∗) ⊂ NK(x∗)) such thatn1 = −F (x∗)−n2, which implies
n1 + n2 = −F (x∗). However, sinceNK(x∗) is a cone, this implies−F (x∗) ∈ NK(x∗), which
contradicts our assumption.

From Lemma 4.2 we have that−TK(x∗) ⊆ NK(x∗). This implies by Equation (4.3) that

(4.4) − TK(x∗) ∩ [−F (x∗)− ÑK(x∗)] = ∅.

Since−TK(x∗) and−F (x∗)−ÑK(x∗) are disjoint, both sets are closed, and−F (x∗)−ÑK(x∗)
is bounded, we have that∃ ε1 > 0 such that

(4.5) − TK(x∗) ∩B(−F (x∗)− ÑK(x∗), ε1) = ∅.

Now consider the sets

−TK(x∗) andC :=
⋃
h≥0

hB(−F (x∗)− ÑK(x∗), ε1).

The mapping−F (x∗) − ÑK(x∗) is non-empty, closed and convex by Theorem 3.3, which

implies thatB(−F (x∗)− ÑK(x∗), ε1) is non-empty, closed and convex. We therefore have that
C is a closed convex cone. We also see that for any fixedh > 0,−TK(x∗) and

hB(−F (x∗)− ÑK(x∗), ε1) are disjoint since−TK(x∗) is a convex cone, and−TK(x∗) does
not contain a line through the origin since for allv1, v2 ∈ TK(x∗) we have〈v1, v2〉 ≥ 0. We can
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8 MATTHEW D. JOHNSTON AND MONICA-GABRIELA COJOCARU

therefore apply the Hyperplane Separation Theorem (Theorem 4.1) to show that there exists an
α ∈ Rn, α 6= 0 such that

〈α,−v〉 > 0, ∀ − v ∈ −TK(x∗),−v 6= 0, and(4.6)

〈α, hB(−F (x∗)− n, ε1)〉 ≤ 0, ∀ n ∈ ÑK(x∗), ∀ h ≥ 0,(4.7)

where we have omitted the points on the boundary ofB(−F (x∗)− ÑK(x∗), ε1) for simplicity.
SinceK ⊂ Rn is non-empty, compact and convex, by Theorem 3.4−F (x) − ÑK(x) is

upper semicontinuous onK. This means that∀ ε > 0, ∃ δ > 0 such that∀ y ∈ B(x, δ),
−F (y)− ÑK(y) ⊂ B(−F (x)− ÑK(x), ε). Takingε := ε1 to be as in Equation (4.5) we have
that∃ δ1 > 0 such that∀ y ∈ K ∩B(x∗, δ1),−F (y)− ÑK(y) ⊂ B(−F (x∗)− ÑK(x∗), ε1). By
Equation (4.7), after multiplying through byh, we have that,∀ y ∈ K ∩B(x∗, δ1),

(4.8) 〈α,−F (y)− n〉 ≤ 0, ∀ n ∈ ÑK(y).

We can rewrite Equation (4.6) as〈α, v〉 < 0, ∀ v ∈ TK(x∗), v 6= 0. Takingv := x − x∗ ∈
TK(x∗) we have that, for everyx ∈ K \ {x∗},
(4.9) 〈α, x− x∗〉 < 0.

We now takẽx ∈ K \ {x∗} and consider the set̃K ⊂ K of the form

(4.10) K̃ = {x ∈ K | 〈α, x− x̃〉 ≤ 0}.
We may viewK̃ asK with the corner containingx∗ cut out, sinceK̃ = K \{x ∈ K | 〈α, x−

x̃〉 > 0}. We would like Equation (4.8) to hold along{x ∈ K | 〈α, x − x̃〉 = 0}, so we have
to guarantee that this slice can occur within the neighbourhoodB(x∗, δ1). For the application
of the viability theorems used later in this proof, we also need this slice to be able to occur
arbitrarily close tox∗. We achieve both of these objectives through the following Proposition,
which uses the same definitions and assumptions as outlined thus far in the proof.

Proposition 4.4. For everyδ > 0, we can choose ãx ∈ K \ {x∗} such that

{x ∈ K | 〈α, x− x̃〉 = 0} ⊂ B(x∗, δ).

Proof. Suppose otherwise. This implies that∃ δ > 0 such that∀ x̃ ∈ K \ {x∗}, ∃ x ∈ K such
that〈α, x− x̃〉 = 0 butx 6∈ B(x∗, δ).

Since this must hold for all̃x ∈ K \ {x∗}, we consider a sequence{x̃n} such that̃xn ∈ K
for all n > 0 andx̃n → x∗ asn →∞. For each such̃xn, there is a correspondingxn ∈ K such
that〈α, xn − x̃n〉 = 0 and‖xn − x∗‖ ≥ δ by assumption.

As n → ∞ we have〈α, x̃n〉 → 〈α, x∗〉 which implies〈α, xn〉 → 〈α, x∗〉. However, since
K is a bounded set, the Bolzano-Weierstrass Theorem implies that the sequence{xn} has a
subsequence (which we will also denote by{xn}) that converges. SinceK is closed, this
subsequence converges to an elementx ∈ K. Asn →∞we have that‖xn−x∗‖ → ‖x−x∗‖ ≥
δ > 0 and〈α, xn〉 → 〈α, x〉 = 〈α, x∗〉 wherex ∈ K, i.e. there is a pointx ∈ K, x 6= x∗ such
that〈α, x−x∗〉 = 0. This contradicts Equation (4.9). Therefore, for everyδ > 0 we can choose
x̃ ∈ K such that{x ∈ K | 〈α, x− x̃〉 = 0} ⊂ B(x∗, δ).

�

We now want to investigate the relationship between−F (x)− ÑK(x) andTK̃(x) for x ∈ K̃

based on our knowledge ofTK(x) for x ∈ K. SinceK̃ is the intersection of two convex sets,
it is convex, and therefore the coneTK̃(x) is well defined. We know that[−F (x) − ÑK(x)] ∩
TK(x) 6= ∅ for all x ∈ K from Equation (3.3). We notice that for everyx ∈ K̃ such that
〈α, x− x̃〉 < 0 we have thatTK̃(x) = TK(x) and therefore

[−F (x)−NK(x)] ∩ TK̃(x) 6= ∅, ∀ x ∈ K̃ s.t. 〈α, x− x̃〉 < 0.
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We now considerx ∈ K̃ such that〈α, x − x̃〉 = 0. We see that for any suchx, TK̃(x) =
{v ∈ TK(x) | 〈α, v〉 ≤ 0}. From Equation (4.8) we have that∃ δ1 > 0 such that for all
y ∈ K ∩B(x∗, δ1), 〈α,−F (y)−n〉 ≤ 0 for all n ∈ ÑK(y), and from Proposition 4.4, choosing
δ < δ1, we have that we can choosex̃ ∈ K such that{x ∈ K | 〈α, x − x̃〉 = 0} ⊂ B(x∗, δ1).
From Equation (3.3) we therefore have that

[−F (x)− ÑK(x)] ∩ TK̃(x) 6= ∅, ∀ x ∈ K̃ s.t. 〈α, x− x̃〉 = 0.

Together these results imply that, for an appropriate choice ofx̃,

(4.11) [−F (x)− ÑK(x)] ∩ TK̃(x) 6= ∅, ∀ x ∈ K̃.

We notice thatK̃ is compact since it is the intersection of a compact set,K, and a closed set,
{x ∈ Rn | 〈α, x− x̃〉 ≤ 0}. Since−F (x)− ÑK(x) is upper hemicontinuous onK by Theorem
3.3, it is upper hemicontinuous oñK ⊂ K, and since Equation (4.11) holds for allx ∈ K̃,
the Viability Theorem (Theorem 3.5) implies that there exists a viable trajectory onK̃ for all
x(0) ∈ K̃. This trajectory is clearly also viable onK sinceK̃ ⊂ K. By Theorem 3.1 we have
that viable solutions correspond to solutions to the IVP (2.3), and by Theorem 2.2 we have that
the solution is unique through everyx(0) ∈ K̃.

Since by Proposition 4.4 we are free to choosex̃ in the definition ofK̃ arbitrarily close tox∗

while maintaining the property (4.11), we can construct setsK̃ which include any arbitrary point
x ∈ K but excludex∗. This implies that every solution to the IVP (2.3) such thatx(0) 6= x∗ must
excludex∗ on the interval[0,∞). This is a contradiction, which implies that our assumption
−F (x∗) 6∈ NK(x∗) was incorrect. Therefore−F (x∗) ∈ NK(x∗) and the result follows.

�

An immediate consequence of Theorem 4.3 is the following Corollary related to periodic
cycles.

Corollary 4.5. Let K ⊂ Rn be a nonempty, compact and convex subset and−F : K → Rn

be a Lipschitz continuous vector field. Suppose there existsx∗ ∈ K satisfying condition (4.1).
Then no periodic cycle can contain the pointx∗.

Proof. By Theorem 4.3 we have that any trajectory originating away fromx∗ that reachesx∗,
at timet∗ > 0, must remain atx∗ for all time t > t∗. However, in order to have a periodic cycle
throughx∗ there must bet1, t2 > 0 satisfyingt1 < t∗ < t2, such thatx(t1) = x(t2) 6= x∗, which
is a contradiction. The result follows. �

Application of Theorem 4.3/Corollary 4.5
Consider the system 

dx

dt
= x− ay

dy

dt
= ax + y, a > 0,

restricted to the setK = {(x, y) ∈ R2 | − 1 ≤ x ≤ 1,−1 ≤ y ≤ 1}. The unconstrained
system has eigenvaluesλ = 1± ai which implies that the origin is a spiral source for alla > 0.
Roughly speaking, the parametera controls the tightness of spiraling.

Clearly, the four corner points satisfy condition (4.1) which implies by Theorem 4.3 that if a
trajectory can reach a corner point, the corner point is a sink, and by Corollary 4.5 that if there
is a periodic orbit, it excludes the corner points.

We know from Proposition 2.3 that a point is an equilibrium if and only if−F (x) ∈ NK(x).
We considerx∗ = (1, 1) and see that−F (x∗) = (1 − a, a + 1) andNK(x∗) = {(x, y) ∈
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R2 | x ≥ 0, y ≥ 0}. This implies that−F (x∗) ∈ NK(x∗) for 0 < a ≤ 1. Fora > 1 we have
−F (x∗) 6∈ NK(x∗) and therefore from Theorem 4.3 that no trajectory originating away from
x∗ can reachx∗. The same condition can be easily obtained for each of the other three corner
points.

In Figure 1 we can see that the system behaves as predicted. In the range0 < a ≤ 1,
trajectories fall into sinks at the corners; however, asa is scaled into the rangea > 1, the corner
points are no longer sinks, and the system gives rise to periodic orbits which do not enter the
corners.

a) b)

c) d)

Figure 1: The systeṁx = x−ay, ẏ = ax+y constrained to the setK = {(x, y) ∈ R2|−1 ≤ x ≤ 1,−1 ≤ y ≤ 1}
with (a)a = 0.5, (b) a = 1, (c) a = 1.1, and (d)a = 2.
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5. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new result about existence of boundary equilibria and
periodic cycles of projected dynamical systems. We have obtained this result without the aid of
VI theory or monotonicity results.

The study of projected dynamics is in general made challenging by the discontinuity of the
projected vector field on the boundary of the constraint setK. This discipline therefore requires
alternative methodology, such as differential inclusions and convex and nonlinear analysis tech-
niques, some of which were used in this work. The study of periodic cycles of projected dynam-
ical systems has only been initiated recently and, consequently, there is significant potential for
original research within this field. The key results contained in Section 4 provide many avenues
for future work. We highlight two of these. The first one concerns finding an alternative ap-
proach which does not require boundedness of the setK. This would allow the result to apply
to a wider class of constraint sets, in particular to the coneRn

+ which arises in many economic
and finance related problems. The second one concerns the generalization of such results to
spaces other than the finite dimensional spaceRn.

It is our feeling that, not only will progress in this field be useful in the theoretical develop-
ment of projected dynamical systems, but it will also find application in fields such as econom-
ics, finance, game theory, epidemiology, etc., where periodic behaviour is commonly observed
in the dynamics despite the imposition of a constraint set.

The authors gratefully acknowledge the support received from the Natural Sciences and En-
gineering Research Council (NSERC) of Canada for this work.
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