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1. INTRODUCTION

The method of quasilinearizationl [1] offers an excellent tool for obtaining approximate solu-
tions of nonlinear differential equations. This technique works fruitfully only for the problems
involving convex/concave functions and gives the sequence of approximate solutions converg-
ing monotonically and quadratically to the solution. Later after that the convexity assumption
was relaxed and the method was generalized and extended in various directions to make it ap-
plicable to a large class of problems [5] 6] 7, 8, 9]. The generalized quasilinearization method
was discussed for second order boundary value problems [111,112, 13] 14, 15]. A quasilineariza-
tion method was presented for the periodic problem for the forced Duffing equation [2].

The Diffing equation is a well known nonlinear equation of applied science which is used
as a powerful tool to discuss some important practical phenomena, for example, periodic orbit
extraction, nonuniformity caused by an infinite domain, nonlinear mechanical oscillators, etc.
This paper consider and study the periodic problem for the forced Duffing equation to find
periodic solutions without requiring the nonlinear force function involved to be convex/concave,
and obtain a sequence of approximate solutions converging quadratically to a solution of the
problem. Moreover, this paper discusses and shows that the case where the damping part in the
forced Duffing equation vanishes is just a special case.

2. PRELIMINARIES
The periodic problem for the Duffing equation
—"(t) = kY'(t) = M(t), teJ=10q],
¥(0) = P(m); ¢'(0) = ¢'(m),
has a nontrivial solution if and only if the damping part is vanishing and (2m)? (m =

1,2,3---). Now, definey = ¥£=42 ands = =%, wherek € R. Fory #2m (m=1,2,3--+),
andw(t) € C[0, x|, the unique solution of the periodic boundary value problem

=" (t) = kU'(t) = M =w(t), teJ=[0,n]

(2.1) $(0) = ¥(m); ¥'(0) =o'(m),
is given by
(2.2) P(t) = /U7r Gi(t,v)w(v)dv.

Here,G,\(t, v) is the Green’s function, whei@, (¢, v) for A > %, IS given by
sin y7
(vA + 20) sinym + (1 — e7)
X [cosyv + Bsinyv],
0 < vt
sin ym
(yA 4 20) sinym 4 (1 — e97)
X [cosyt + Bsin~yt],
0 < t<v<m,

=) [cos y(m — t) + Asiny(m — t)]

eé(w—v+t) [

cosy(m —v) + Asiny(m — v)]

where

B e [ysinym — 6 cosym] + e °T —cosym

A , B=

e [y cosym 4 S sinyw] — sin y7
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And G, (t,v) for A < & is given by
sinh y7
(YA + 2§) sinhyr + v(1 — e97)
X [coshyv 4+ B sinh yv],
0 < vt
sinh y7
(YA + 2§) sinhym + v(1 — e97)
X [coshyt 4+ B sinh vt],
0 < tLv<m,

™Y [coshy(m — t) + Asinhy(m — t)]

™) [cosh (1 — v) 4+ Asinh y (1 — v)]

where

§ — €™ [ysinhym + 6 cosh 7] B e 9" — coshym

A= ,
e [y coshym + § sinh yrr] — sinh vy

When\ = & thenG' 2 (t,v) is given by

(m —t) [coshd(m —t) + Asinh é(7 — t)] [cosh dv + B sinh 6v],
0 < vt

(m —v) [cosh§(m — v) + Asinh §(m — v)] [cosh 6t + Bsinh 6t ,
0 < t<v<m,

where
A 1 — [cosh d7 + 7 sinh d7] ~ 1 —coshdm
"~ sinhdém + 7wcosh ém ~ sinhdém
Note that, puttingc = 0 in the given PBVP, then the solution given above is a solution for the
special case where the damping part is vanish.
Now, consider the following nonlinear PBVP

—u"(t) — ku'(t) = f(t,u(t)), teJ=][0,n],

(23) u(0) = u(r); o/(0) = (),

wheref : J x R — R is a continuous real valued function. A functiore C?[J, R] is a lower
solution of [2.3) if

—a"(t) = ka'(t) < f(t,a(t), te
a(0) = a(m); o'(0) =d/(m),
andg € C?[J, R] is an upper solution 0.3) if
=B"t) = kB'(t) = f(t,B(), telJ,
B(0) = B(m); B'(0) = F(m).

The following lemma plays a crucial role in the sequel and we sketch its proof for the sake of
completeness.

Lemma 2.1. Assume that, 5 € C?[J, R] are lower and upper solutions @2.3), respectively,
such thata(t) < g(t) for everyt € J. Then there exists a solutiar(t) of (2.3) such that
a(t) <u(t) < B(t) fort € J.

The proof of Lemma 2]1. is very standard proof in the use of this quasilinearization method,
so the proof is omitted, for more details about the proofsee [4, 12].

AJMAA Vol. 4, No. 1, Art. x, pp. 1-7, 2007 AIJMAA


http://ajmaa.org

4 RAMZI S. N. ALSAEDI

3. MAIN RESULT

Theorem 3.1. Assume that
(A1) ao, 3, € C?*[J,R] are lower and upper solutions .3), respectively, such that
ao(t) < By(t) onJ,
(A2) f € C[Q, R]issuchthatf,(t,u), f..(t, ) exist and are continuous for evefy u) € €2,
where
Q={(t,u) € J x R:ap(t) < u(t) < [y(t)},
(A3) fu(t,u) < 0 forevery(t,u) € Q.
Then there exists monotone non decreasing sequémgk which converges uniformly to a
solution of([2.3) and the convergence is quadratic.

Proof. Let /' : J xR — R is such that’(¢,u), F,(t,u) andF,,(t,u) are continuous od xR
and

(3.1) Fu(t,u) 20, (t,u) € Jx R.
Motivated by Eloe and Zhangl[3], taki(t, u) = F(t,u) — f(t,u) onJ xR. In view of (3.1),
we see that
F(t,u) > F(t,v) + F,(t,v)(u — )
for u > v and therefore
(3.2) [t u) =2 f(tv) + Fu(t, v)(u—v) = [B(t,u) — B(,v)].
Now, consider the PBVP
—u"(t) = ku'(t) = g(t,u;a0) = f(L, ap) + Fult, ao)(u — ap)
—[®(t,u) — (¢, )],

(3.4) u(0) = u(r); «'(0) =u'(7).
The inequality[(3.2) and (A imply

—ag(t) — kag(t) < f(t a0(t) = g(t, o3 o),

—Bo(t) = kBo(t) = f(t,Bo(t)) = [(t, a0) + Fult, a0)(By — ao)
—[®(t,8) — ®(t, )]
= g(ta ﬁo; (](0)-
By Lemmd 2.1, there exists a solution of (3.4) such thatv(t) < a;(t) < 34(t) on J. Next,
consider the PBVP
—u'(t) — ku'(t) = g(t, u; ),
(3.5) w(0) = u(m); u'(0) =/(m).
Observe that
—ay(t) — ko (t)

g(t, ar; )
f(t, Oz()) + Fu(t, O[())(O[l — O[()) — [(b(t, Oél) — @(t, Ozoﬂ
f(t, al) = g<t7 a1, Oél),

VAN

—B(t) — kBy(t)

WV

f(t,8o(t) = f(t,an) + Fult, 1) (By — 1)
—[®(t, By) — P(t, a1)]
= g(taﬁo;al)7
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in view of (3.2). It follows from Lemma 2|1 that there exists a solutignsuch thatw; (¢) <
as(t) < Bo(t) on J. Thus,ap(t) < ai(t) < aqo(t) < By(t) on J. Employing the same
arguments successively, we conclude

ao(t) S ar(t) < as(t) -~ < an(t) < fo(t) onJ,
where the elements of the monotone sequdngGgt)} are the solutions of the PBVP

—u"(t) —ku'(t) = glt,u;an_1) = f(t,an_1)+ Fu(t,an_1)(u— an_1)
—[CI)(t, u) - @(t, an—l)]v
w(0) = wu(m); u'(0) =u(r).

The monotonicity of the sequenge,,(t)} ensures the existence of its (pointwise) limit
Next we are interested to find the solutierof (2.3), so in order to do that we will consider
the following linear PBVP

1) (1) — utt) = £u(0),
@6) w(0) = u(r), 1/(0) = u'(m)

where
fult) = g(t, an(t); an_1(t)), onteJ

The continuity of g on Q2 implies that the sequendg,, } is bounded irC[J, R] and so

lim f,(t) = f(t,u(t)), te.

n—oo

We have mentioned in Sectiph 2 that the PBVP]|(2.1) has a solution which given py (2.2). Here
) is a linear PBVP and has the teﬁgm(t) instead of\u(¢), because the Duffing equation

has a damping part which given ldy./(¢), so A should has the vaIu(—;E in order to get the
solutionu for (2.3) in terms of the Green’s function. Here

an(t) = /O7T G%(t, s) fn(s)ds,

is a solution of[(3.6). Thuga,,(t)} is bounded inC2[J, R] and{«, ()} T w uniformly on.J.
Consequently,

4

u(t) = /07r G2 (t,s)f(s,u(s))ds, te.J

Henceu is a solution of[(2.3).
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For quadratic convergence, we set the erraop,d$) = u(t) — a,,(t). Using the mean value
theorem repeatedly, we obtain

() = kP () = F(tu(t) — gltsan(t): ans (1))
= J(tult) = F(t anos(t)) = Fult, anoa(6)[an(t) — ans (1)
@t an()) — B(t, s (1))
= F(tu(t)) = F(t s (1) = Fult, s () [n(t) — cps (1)

]
X[u(t) — an(t)] + [D(t, an(t)) — B(£, u(t))
= Fu(t,0)[§ — ana(t)][ult) — an_1(t)] + Fu(t, an-i(1))

where
an_1(t) <E< o 2u(t) and a,(t) <n < ul(t)
Set
hn(t) = Fu(t, an1(t)) — Pult, n),
and

In(t) = Fuu(t, 0)[§ — o1 (D)][u(t) — oy ()] = Mp;, 4 (1),

where0 < F,,(t,v) < M, (t,v) € Q. Clearly[,(t) < 0. Since F;, is nondecreasing and
an,—1(t) < n, it follows by (A3) that there exista < % and an integeN such that,,(¢) < A,
t € J for n > N. thus the errop,, satisfies the PBVP

—pn(t) = kp(t) = Apn(t) = [hn(t) — Npn(t) + Mp:_(t) + 1u(t)
Pn(0) pu(m); PL(0) = pj (7).

This implies that

pat) = [ Gatt,5) (1ls) = Nlpu(s) + M1 (5) + 1) ds,
which gives
Pu(t) < M/O7r Gy(t,8)p>_,(s)ds, n > N.
Hence, there exists a constant 0 such that
I pa IS8 paa |7, n =N,
where|| u ||= max{| u(t) |: t € J} is the usual uniform norm o@'[J, R].

Remark 3.1. One can also construct the sequence of upper solutions in such a way that it
converges to the solution of the mentioned periodic boundary value problem.
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