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2 R. HILSCHER

1. I NTRODUCTION

In this paper we study inequalities for solutions of time scale matrix Riccati equations and
inequalities related to time scale symplectic systems. Atime scaleT is a nonempty closed subset
of R and time scale differential (sometimes called dynamic) equations incorporate classical
differential equations (T = R), difference equations (T = Z), q-difference equations (T = qN),
and many other examples. We refer to [3] and [4] for elementary and advanced treatment of the
time scale calculus and dynamic equations on time scales.

Let T be a bounded time scale which is not necessarily connected. If we denotea := min T
and b := max T, then we callT = [a, b]T the time scale interval. On any time scale we
have the forward and backward jump operatorsσ(t) andρ(t) at t, and the graininess function
µ(t) := σ(t) − t. For a functionf on a time scale we have the notions of the time scale delta-
derivativef∆(t), the time scale integral

∫ b

a
f(t) ∆t, a piecewise rd-continuous function, and a

piecewise rd-continuously delta-differentiable function. See [3], [10], and [1] for details about
these notions. We abbreviate the compositionf ◦ σ of a functionf with the forward jump
operator byfσ.

A time scale symplectic systemis a linear system (here in the matrix form)

(S) X∆ = A(t) X + B(t) U, U∆ = C(t) X +D(t) U,

whereA, B, C, D are complexn × n matrix functions on[a, ρ(b)]T which are piecewise rd-
continuous,X, U are complexn × n matrix functions on[a, b]T which are piecewise rd-conti-

nuously delta-differentiable, and the coefficient matrixS(t) :=
(
A(t) B(t)
C(t) D(t)

)
satisfies the identity

(1.1) S∗(t)J + JS(t) + µ(t)S∗(t)JS(t) = 0 on [a, ρ(b)]T.

HereJ :=
(

0 I
−I 0

)
is a2n× 2n skew-symmetric matrix andS∗ denotes the complex conjugate

of the matrixS.
The subject of this paper are inequalities for solutions of the associated matrix Riccati equa-

tion

(R) R[Q](t) := Q∆ − [C(t) +D(t) Q] + Qσ[A(t) + B(t) Q] = 0

and the Riccati inequality

(RI) R[Q](t)
{
I + µ(t) [A(t) + B(t) Q)]−1

}
≤ 0.

In the continuous-time case, i.e. whenT = [a, b] is a realconnectedinterval, system (S)
reduces to the linear Hamiltonian system

X ′ = A(t) X + B(t) U, U ′ = C(t) X − A∗(t) U,

and the Riccati equation (R) and inequality (RI) reduce to the classical matrix Riccati differ-
ential equation and inequality

Rc[Q](t) := Q′ + A∗(t) Q + QA(t) + QB(t) Q− C(t) = 0 and Rc[Q](t) ≤ 0.

To see this we takeA(t) = −D∗(t) := A(t), B(t) := B(t) andC(t) := C(t) (matricesB(t)
andC(t) are Hermitian),f∆(t) = f ′(t), σ(t) = t, andµ(t) = 0. Inequalities for solutions of
the continuous-time Riccati equationRc[Q](t) = 0 are established in [12, Chapter 5] and [13,
Chapter 4].

In the discrete-time case, i.e. whenT = {0, 1, . . . , N + 1} is a set of equidistant isolated
points, system (S) reduces to the discrete symplectic system

Xk+1 = AkXk + BkUk, Uk+1 = CkXk + DkUk,
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TIME SCALE RICCATI EQUATIONS AND INEQUALITIES 3

and the Riccati equation (R) and inequality (RI) reduce to the discrete Riccati equation and
inequality

Rd[Q]k := Qk+1(Ak + BkQk)− (Ck + DkQk) = 0 and Rd[Q]k(Ak + BkQk)
−1 ≤ 0,

where the matricesAk,Bk, Ck, Dk are such that the2n×2n matrixSk :=
(

Ak Bk
Ck Dk

)
is symplectic,

i.e. S∗kJ Sk = J . The relation to the coefficients of the time scale system (S) is given by
A(k) := Ak−I,B(k) := Bk, C(k) := Ck,D(k) := Dk−I, f∆(k) = ∆f(k) = f(k+1)−f(k),
σ(k) = k + 1, andµ(k) ≡ 1. Inequalities for solutions of discrete Riccati equations are
established in [2]. The above Riccati inequality for the discrete symplectic case was discovered
only recently in [9]. The time scale Riccati inequality (RI) was then obtained in [11].

As it is known, see Proposition 2.1, Hermitian solutionsQ(t) of (R) and (RI) arise from
conjoined bases(X, U) of (S) with X(t) invertible on[a, b]T via the Riccati quotientQ(t) =
U(t) X−1(t). Recall that a solution(X, U) of (S) is aconjoined basisif X∗(t) U(t) is Hermitian

and rank
(

X(t)
U(t)

)
= n for some (and hence for any)t ∈ [a, b]T.

In this paper we derive inequalities for Hermitian solutionsQ(t) andQ(t) of two Riccati
equations or inequalities of the form (R) and (RI) (even combined, one equation and one in-
equality) such thatQ(t) ≥ Q(t) for all t ∈ [a, b]T wheneverQ(a) ≥ Q(a). Similar results hold
for strict or opposite inequalities. Our results generalize to time scales some of the continuous-
time ones from [12, Chapter 5]. At the same time we allow solutions of Riccatiinequalities
instead of equations. Finally, we establish time scale results connected to a “matrix method of
Atkinson” as it is discussed in [13, Chapter 4] for matricesX̂ = U − iX andÛ = U + iX, and
Q̂ = ÛX̂−1, where(X, U) is a conjoined basis of (S).

2. T IME SCALE SYMPLECTIC SYSTEMS AND AUXILIARY I DENTITIES

Let us adopt the following notation. When no ambiguity can arise, we will skip the argument
(t) in the solutions and coefficientsX(t), U(t), Q(t),A(t), . . . ,S(t), etc. This will considerably
simplify and shorten presented calculations.

Identity (1.1) implies that the matrixI + µS is symplectic, hence invertible. This means,
using the time scale terminology, that the matrix functionS is regressive on[a, ρ(b)]T. Thus, by
[7, Theorem 5.7] or [3, Theorem 5.8], the system (S) possesses unique solutions for any initial
time t0 ∈ [a, b]T and arbitrary matrix initial values. AWronskianof two solutions(X, U) and
(X̃, Ũ) of (S) is the constant quantityW := X∗Ũ − U∗X̃. Two conjoined bases(X, U) and
(X̃, Ũ) of (S) arenormalizedif their Wronskian is the identity matrix, i.e.W = I.

The defining property (1.1) is translated in terms of the coefficients by the following equiva-
lent conditions

C∗(I + µA) andB∗(I + µD) are Hermitian, andA∗+D + µ (A∗D − C∗B) = 0,

B (I + µA∗) andC (I + µD∗) are Hermitian, andD +A∗+ µ (DA∗ − CB∗) = 0.(2.1)

Solutions of (S) satisfy the identities

Xσ = (I + µA) X + µBU, Uσ = µCX + (I + µD) U,(2.2)

X = (I + µD∗) Xσ − µB∗Uσ, U = −µC∗Xσ + (I + µA∗) Uσ.(2.3)

They show the relation between the values ofX, U and their forward jumpXσ, Uσ.
The connection between a Hermitian solutionQ of the Riccati equation and a conjoined basis

(X, U) of (S) is described in the following.

Proposition 2.1. The following statements are equivalent.
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4 R. HILSCHER

(i) There exists a conjoined basis(X, U) of (S) such thatX(t) is invertible for all t ∈
[a, b]T.

(ii) There exists a Hermitian solutionQ on [a, b]T of (R) such that

(2.4) I + µ(A+ BQ) is invertible on[a, ρ(b)]T.

Moreover, if any of the conditions (i)-(ii) above holds, thenQ = UX−1 on [a, b]T, andP = P
on [a, ρ(b)]T, where

(2.5) P := X(Xσ)−1B and P := [I + µ (A+ BQ)]−1B.

Proof. The details can be found in [6, Theorem 3].

Remark 2.2. Conditions (i)-(ii) together withP ≥ 0 or P ≥ 0 on [a, ρ(b)]T are equivalent to
the positivity of the quadratic functional associated with system (S). We refer to [6], [5], [8],
and [11] for this and other results concerning time scale quadratic functionals.

Together with system (S) we consider another time scale symplectic system

(S) X∆ = A(t) X + B(t) U, U∆ = C(t) X +D(t) U

and the corresponding matrix Riccati equation

(R) R[Q](t) := Q∆ − [C(t) +D(t) Q] + Qσ[A(t) + B(t) Q] = 0.

That is, we assume that the coefficientsA, B, C, D are complexn × n matrix functions on

[a, ρ(b)]T which are piecewise rd-continuous, and the coefficient matrixS :=
(
A B
C D

)
satisfies

the identity
S∗(t)J + JS(t) + µ(t)S∗(t)JS(t) = 0 on [a, ρ(b)]T.

Next we establish our first auxiliary result. In the sequel we shall abbreviate(fσ)∗ by fσ∗.

Proposition 2.3. Let (X, U) be a conjoined basis of(S) with X(t) invertible on[a, b]T. Then
for any solution(X, U) of (S) we have

(X∗U −X∗QX)∆ = Xσ∗ (
I Qσ

)
J (S − S)

(
I
Q

)
X + V σ∗B V,

whereQ := UX−1 is a solution of(R) andV := U −QX on [a, b]T. Moreover, if(X, U) is a
conjoined basis of(S) with X(t) invertible on[a, b]T, then withQ := UX−1 we have

V σ∗B V = Xσ∗(Qσ −Qσ)B (Q−Q) X.

Proof. For the first part we have, by using the time scale product rule(fg)∆ = f∆g + fσg∆,

(X∗U −X∗QX)∆ = (X∆)∗(U −QX) + Xσ∗[U∆ − (Q∆X + QσX∆)]

(S),(R)
= (AX + BU)∗(U −QX) + Xσ∗(CX +DU)

−Xσ∗[C +DQ−Qσ(A+ BQ)]X −Xσ∗Qσ(AX + BU)

(2.3)
= Xσ∗[(I + µD)A∗ − µCB∗] (U −QX) + Xσ∗(C − C) X

+ Uσ∗[(I + µA)B∗ − µBA∗] (U −QX)−Xσ∗DQX

−Xσ∗Qσ(A−A− BQ) X + Xσ∗(D −QσB) U

(2.1)
= Xσ∗ (

I Qσ
)
J (S − S)

(
I
Q

)
X + V σ∗B V.

Finally, if X is invertible on[a, b]T, thenV = (Q−Q) X, so that the proof is complete.

AJMAA, Vol. 3, No. 2, Art. 13, pp. 1-10, 2006 AJMAA

http://ajmaa.org


TIME SCALE RICCATI EQUATIONS AND INEQUALITIES 5

Remark 2.4. Let (X, U), Q, andV be as in Proposition 2.3. Then

V = U − (X∗)−1U∗X = (X∗)−1(X∗U − U∗X) = (X∗)−1W,

whereW := X∗U −U∗X is a Wronskian-type matrix. Since(X, U) and(X, U) are in general
solutions of two different systems, we cannot call this matrix the “true” Wronskian. IfW is
constant on[a, b]T, then we haveV σ = (Xσ∗)−1W and

V σ∗B V = W ∗(Xσ)−1B(X∗)−1W = V ∗X(Xσ)−1B V.

When(X, U) and(X, U) = (X̃, Ũ) are solutions of thesamesystem, we obtain the follow-
ing.

Proposition 2.5. Let (X, U) be a conjoined basis of(S) with X(t) invertible on[a, b]T. Then
for any other solution(X̃, Ũ) of (S) we have

(X̃∗Ũ − X̃∗QX̃)∆ = W ∗(Xσ)−1B(X∗)−1W = V ∗PV,(2.6)

(X−1X̃)∆ = (Xσ)−1B(X∗)−1W = X−1PV,(2.7)

whereQ := UX−1 is a solution of(R), W is the (constant) Wronskian of(X, U) and(X̃, Ũ),
V := Ũ −QX̃ = (X∗)−1W , andP is defined in(2.5).

Proof. Equalities in (2.6) follow from Proposition 2.3 and Remark 2.4. Furthermore, by the
time scale product rule and(X−1)∆ = −(Xσ)−1X∆X−1, calculations

(X−1X̃)∆ = −(Xσ)−1X∆X−1X̃ + (Xσ)−1X̃∆

(S)
= (Xσ)−1B(Ũ −QX̃) = (Xσ)−1BV = X−1PV.

show the identities in (2.7).

Corollary 2.6. Suppose that(X, U) and (X̃, Ũ) are normalized conjoined bases of(S) such
thatX(t) is invertible on[a, b]T. Then

(X̃∗Ũ − X̃∗QX̃)∆ = (Xσ)−1B(X∗)−1 = X−1P (X∗)−1 = (X−1X̃)∆,

whereQ := UX−1 andP is defined in(2.5).

3. SOLUTIONS OF RICCATI EQUATIONS

In this section we establish the following comparison result for Hermitian solutions of two
time scale Riccati matrix equations.

Theorem 3.1.Assume thatQ andQ are Hermitian solutions of the time scale Riccati equations
(R) and(R), respectively, on[a, ρ(b)]T such that

(3.1) I + µ(A+ BQ), I + µ(A+ BQ) are invertible on[a, ρ(b)]T

and satisfying on[a, ρ(b)]T the inequality

(3.2) K :=

{(
I Qσ

)
J (S − S)

(
I
Q

)
+ (Qσ −Qσ)B (Q−Q)

}
[I + µ(A+ BQ)]−1 ≥ 0.

If Q(a) ≥ Q(a), thenQ(t) ≥ Q(t) for all t ∈ [a, b]T.
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6 R. HILSCHER

Proof. From Proposition 2.1 we have thatQ = UX−1 andQ = UX−1 on [a, b]T, where(X, U)
and(X, U) are conjoined bases of (S) and (S), respectively, such thatX(t) andX(t) are in-
vertible on[a, b]T. By using (2.2) for the solution(X, U) and system (S) we get the identity
X(Xσ)−1 = [I + µ(A+ BQ)]−1, and then Proposition 2.3 yields{

X∗(Q−Q) X
}∆

= (X∗U −X∗QX)∆

= Xσ∗
{ (

I Qσ
)
J (S − S)

(
I
Q

)
+ (Qσ −Qσ)B (Q−Q)

}
X

= Xσ∗KXσ ≥ 0.

The assumptionQ(a) ≥ Q(a) implies that
{
X∗(Q − Q) X

}
(a) ≥ 0. Hence,

{
X∗(Q −

Q) X
}
(t) ≥ 0 for all t ∈ [a, b]T. The invertibility ofX on [a, b]T now yields the conclusion.

Remark 3.2. From the above proof we can obtain various modifications of Theorem 3.1 in the
following sense. The three inequalities “≥” in Theorem 3.1 can be all replaced by the opposite
inequality “≤”. Similarly, if K ≥ (>)0 and Q(a) > (≥)Q(a), thenQ(t) > Q(t) for all
t ∈ (a, b]T. On the other hand, ifK ≤ (<)0 andQ(a) < (≤)Q(a), thenQ(t) < Q(t) for all
t ∈ (a, b]T.

Remark 3.3. Assumption (3.1) is always satisfied on a (sufficiently small) neighborhood of
every right-dense or left-dense pointt0, because for such points we haveµ(t) → 0 ast → t0.

WhenQ andQ = Q̃ are solutions of thesameRiccati equation, we obtain the following.

Corollary 3.4. Assume thatQ andQ̃ are Hermitian solutions of the time scale Riccati equation
(R) such that

(3.3) I + µ(A+ BQ), I + µ(A+ BQ̃) are invertible on[a, ρ(b)]T

and satisfying on[a, ρ(b)]T the inequality

(Q̃σ −Qσ)B(Q̃−Q) [I + µ(A+ BQ̃)]−1 ≥ 0.

If Q̃(a) ≥ Q(a), thenQ̃(t) ≥ Q(t) for all t ∈ [a, b]T.

Example 3.1. (i) Let C ≡ 0, I + µA be invertible, andD = −(I + µA∗)−1A∗ on [a, ρ(b)]T,
and Q ≡ 0 on [a, b]T. Then, by Corollary 3.4, for any Hermitian solutioñQ of (R) with
I + µ(A+BQ̃) invertible andQ̃σB Q̃[I + µ(A+BQ̃)]−1 ≥ 0 on [a, ρ(b)]T, and withQ̃(a) ≥ 0
we haveQ̃(t) ≥ 0 for all t ∈ [a, b]T.

(ii) Assume thatA ≡ 0 in the above example. This implies thatD ≡ 0 andB is Hermitian.
Then for any Hermitian solutioñQ of the time scale Riccati equatioñQ∆ + Q̃σB(t) Q̃ = 0 with
I + µBQ̃ invertible andQ̃σB Q̃(I + µBQ̃)−1 ≥ 0 on [a, ρ(b)]T, and withQ̃(a) ≥ 0 we have
Q̃(t) ≥ 0 for all t ∈ [a, b]T.

Remark 3.5. In the continuous-time case, i.e. whenµ(t) ≡ 0 andσ(t) = t on the connected
interval[a, ρ(b)]T = [a, b], condition (3.2) reads as

(3.4)
(
I Q

)
J (S − S)

(
I
Q

)
+ (Q−Q)B (Q−Q) ≥ 0.

In this caseB andC are Hermitian andD = −A∗ on [a, b]. In particular, inequalities

J (S − S) ≥ 0 and B ≥ 0 on [a, b]

imply condition (3.4), so that we obtain the statement of [12, Lemma 5.1.1] as a special case of
Theorem 3.1.
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4. SOLUTIONS OF RICCATI I NEQUALITIES

In this section we generalize comparison results from the previous section to solutionsQ(t)
andQ(t) of two time scale Riccatiinequalities.

Proposition 4.1. The following statements are equivalent.

(i) There exists a solution(X, U) of the system

(4.1) X∆ = A(t) X + B(t) U, N(t) := Xσ∗[U∆ − C(t) X −D(t) U ] ≤ 0,

such thatX∗U is Hermitian andX is invertible on[a, b]T.
(ii) There exists a Hermitian solutionQ on [a, b]T of (RI) satisfying condition(2.4).

Moreover, if any of the conditions (i)-(ii) above holds, thenQ = UX−1 on [a, b]T.

Proof. It is similar to the proof of Proposition 2.1. Alternatively, consult [11, Section 7].

Remark 4.2. Let us denote byF (t) then× n Hermitian matrix representing the left-hand side
of the Riccati inequality (RI), that is

F := R[Q] [I + µ(A+ BQ)]−1.

Since the connection between solutions(X, U) andQ in Proposition 4.1 is given by the Riccati
quotientQ = UX−1, it follows by a simple calculation that on[a, ρ(b)]T we have

F = (Xσ∗)−1N(Xσ)−1, N = Xσ∗R[Q] X = Xσ∗FXσ,

where the Hermitian matrixN is defined in (4.1).

Remark 4.3. Let (X,U) be a solution of system (4.1) from Proposition 4.1. We observed in
the proof of [11, Theorem 7.1] that(X,U) solves the following time scale symplectic system

(SI) X∆ = AX + BU, U∆ = [C + F (I + µA)] X + (D + µFB) U.

That is, the coefficient matrixS +
(

0 0
F (I+µA) µFB

)
of the above system satisfies identity (1.1)

and(X, U) is a conjoined basis of (SI) with X invertible on[a, b]T. Therefore, we can replace
system (S) and Riccati equation (R) by system (SI) and Riccati inequality (RI), and obtain
the following generalization of Theorem 3.1.

Let A, B, C, D ben × n matrix functions as in Section 3. Consider the time scale matrix
Riccati inequality

(RI) F := R[Q] [I + µ(A+ BQ)]−1 ≤ 0

and the corresponding time scale symplectic system

(SI) X∆ = AX + BU, U∆ = [C + F (I + µA)] X + (D + µFB) U.

Theorem 4.4.Assume thatQ andQ are Hermitian solutions of the time scale Riccati inequali-
ties(RI) and(RI), respectively, on[a, ρ(b)]T such that condition(3.1)holds and satisfying on
[a, ρ(b)]T the inequality{ (

I Qσ
)
J

[
S − S +

(
0 0

F (I + µA)− F (I + µA) µ(FB − FB)

)] (
I
Q

)
+ (Qσ −Qσ)B (Q−Q)

}
[I + µ(A+ BQ)]−1 ≥ 0.(4.2)

If Q(a) ≥ Q(a), thenQ(t) ≥ Q(t) for all t ∈ [a, b]T.
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Proof. By Proposition 4.1 and Remark 4.3 we haveQ = UX−1 andQ = UX−1, where(X, U)
and(X, U) are conjoined bases of (SI) and (SI), respectively, withX andX invertible on
[a, b]T. Thus, the result follows from Theorem 3.1, where we replace the matricesS andS by
the coefficient matricesS +

(
0 0

F (I+µA) µFB
)

andS +
(

0 0
F (I+µA) µFB

)
.

Remark 4.5. (i) We can see that Theorem 3.1 is a special case of Theorem 4.4 in which we
takeF = F = 0. Hence, Theorem 4.4 allows to compare solutions of two Riccati inequalities
or equations (or combined, one inequality and one equation).

(ii) Similar statements as in Remark 3.2 now hold also for Theorem 4.4.

WhenQ andQ = Q̃ are solutions of thesameRiccati inequality, we obtain the following.

Corollary 4.6. Assume thatQ andQ̃ are Hermitian solutions of the time scale Riccati inequality
(RI) such that condition(3.3)holds and satisfying on[a, ρ(b)]T the inequality{

(F − F ) [I + µ(A+ BQ)] + (Q̃σ −Qσ)B(Q̃−Q)

}
[I + µ(A+ BQ̃)]−1 ≥ 0.

If Q̃(a) ≥ Q(a), thenQ̃(t) ≥ Q(t) for all t ∈ [a, b]T.

Example 4.1. Let A ≡ 0, B andC be Hermitian,D = µCB, andC ≥ 0 on [a, ρ(b)]T. Then
for Q ≡ 0 we haveF = −C ≤ 0, i.e. Q ≡ 0 is a solution of the Riccati inequality (RI) and
satisfies condition (2.4). TakeF ≡ 0. Then, by Theorem 4.4, for any Hermitian solutionQ of
the Riccati equation (R) with I+µ(A+BQ) invertible and(C+QσBQ) [I+µ(A+BQ)]−1 ≥ 0
on [a, ρ(b)]T, and withQ(a) ≥ 0 we haveQ(t) ≥ 0 for all t ∈ [a, b]T.

Remark 4.7. In the continuous-time case, inequality (4.2) reduces to

(4.3)
(
I Q

)
J

[
S − S +

(
0 0

F − F 0

)] (
I
Q

)
+ (Q−Q)B (Q−Q) ≥ 0.

Hence, similarly as in Remark 3.5, conditions

J
[
S − S +

(
0 0

F − F 0

)]
≥ 0 and B ≥ 0 on [a, b]

imply condition (4.3).

5. M ATRIX M ETHOD OF ATKINSON

In this section we derive time scale results connected to a “matrix method of Atkinson” as
it is presented in [13, Chapter 4]. Let(X, U) be a conjoined basis of (S), X not necessarily
invertible, and consider the following complexn× n matrix functions

X̂(t) := U(t)− iX(t), Û(t) := U(t) + iX(t)

on [a, b]T, wherei is the imaginary unit, i.e.i2 = −1. Since the defining properties of a
conjoined basis imply thatX∗U − U∗X = 0 andX∗X + U∗U > 0 on [a, b]T, it follows that

(5.1) X̂∗X̂ = Û∗Û = X∗X + U∗U > 0,

i.e. bothX̂ andÛ are invertible on[a, b]T. For t ∈ [a, b]T define the Riccati quotient

(5.2) Q̂(t) := Û(t) X̂−1(t).

Condition (5.1) implies that̂Q is unitary and, consequently, all eigenvalues ofQ̂ have absolute
value1.
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Define on[a, ρ(b)]T another coefficient matrices

Â := [A+D − i (B − C)]/2, Ĉ := [D −A+ i (B + C)]/2,

B̂ := [D −A− i (B + C)]/2, D̂ := [A+D + i (B − C)]/2.

Then (and only then) a direct calculation shows that the pair(X̂, Û) solves on[a, ρ(b)]T the
linear system

(Ŝ) X̂∆ = Â(t) X̂ + B̂(t) Û , Û∆ = Ĉ(t) X̂ + D̂(t) Û .

Theorem 5.1.Let Q̂(t) be defined by(5.2).

(i) The matrixQ̂(t) has an eigenvalueλ = 1 if and only if the matrixX(t) is singular.
(ii) The matrixQ̂(t) satisfies on[a, ρ(b)]T the first order time scale linear equations

Q̂∆ = i Q̂σM1(t) = i M2(t) Q̂,

whereM1 andM2 aren× n matrices defined by

M1 := 2 (Ûσ∗)−1
(
Uσ∗ Xσ∗)S (

X
U

)
X̂−1,

M2 := 2 (X̂σ∗)−1
(
Uσ∗ Xσ∗)S (

X
U

)
Û−1.

(iii) The matrixQ̂(t) satisfies on[a, ρ(b)]T the matrix Riccati equation

(R̂) Q̂∆ − [Ĉ(t) + D̂(t) Q̂] + Q̂σ[Â(t) + B̂(t) Q̂] = 0.

Proof. (i) If there exists a vectorc ∈ KerX(t), c 6= 0, thenξ := X̂(t) c is a nonzero eigenvector
of Q̂(t) corresponding to the eigenvalueλ = 1, because(Q̂ − I) ξ = (Û − X̂) X̂−1ξ =

2iXc = 0. Conversely, ifλ = 1 is an eigenvalue of̂Q(t) with an eigenvectorξ 6= 0, then put
c := X̂−1(t) ξ. The above calculation shows that2iXc = (Q̂− I) ξ = 0, i.e. X(t) is singular.

(ii) By the time scale product rule, the definition of̂X, Û , and the fact that̂Q is Hermitian,
we have

Q̂∆ = (U + iX)∆X̂−1 − Q̂σ(U − iX)∆X̂−1

=
{
(I − Q̂σ) U∆ + i (I + Q̂σ) X∆

}
X̂−1

= (X̂σ∗)−1
{
(X̂σ∗ − Ûσ∗) (CX +DU) + i (X̂σ∗ + Ûσ∗) (AX + BU)

}
X̂−1

= 2i (X̂σ∗)−1
{
Xσ∗(CX +DU) + Uσ∗(AX + BU)

}
X̂−1

= i Q̂σ∗M1 = i Q̂σM1 = i M2 Q̂.

In the last line of the above computation we used the invertibility ofX̂ andÛ .
(iii) This follows from the definition ofQ̂ in (5.2) and from the form of system (Ŝ).

Remark 5.2. As it is observed in [13, pg. 165], the matrix̂Q = ÛX̂−1 is related to the Cayley
transform of the Hermitian solutionQ1 := UX−1 of (R). More precisely, ifX is invertible on
[a, b]T, thenQ̂ = (−Q1−iI) (−Q1+iI)−1, i.e. Q̂ is the Cayley transform of−Q1. On the other
hand, ifU is invertible on[a, b]T, then withQ2 := XU−1 we haveQ̂ = −(Q2− iI) (Q2 + iI)−1,
i.e.−Q̂ is the Cayley transform ofQ2.

Finally, we note that the coefficient matrix of system (Ŝ) does not satisfy identity (1.1) defin-
ing a time scale symplectic system. This can be expected since already in the continuous-time
case, i.e. whenµ(t) ≡ 0 on [a, b], this matrix is not Hamiltonian (̂B andĈ are not Hermitian),
see [13, pg. 165].
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