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1. I NTRODUCTION

Consider the initial value problem :

(1.1)

{
x′(t) = f(t, x(t), x(t− τ)), t ∈ [0, T ]
x(t) = ϕ(t), t ∈ [−τ , 0],

whereτ > 0 is the constant delay andT > 0 is such thatT = l · τ , with l ∈ N∗.
Such problems appear as models in economy and biology. As applications of the delay

differential equations in biology we can mention the models from [9], [15], [26] and [10]. For
instance, as in [26], we can study the Nicholson’s model (from 1957) for the time evolution of
some species of blowflies,

N ′(t) = r ·N(t) · [1− N(t− τ)

K
].

On the other hand, the arterial concentration of CO2 in lungs which is governed by the equation,

x′(t) = a− b · x(t)− xm(t− τ)

1 + xm(t− τ)

and the production of white cells in blood which is governed by the equation,

x′(t) =
a · x(t− τ)

b + xm(t− τ)
− c · x (t) .

Another model from haematopoiesis can be found in [15]. The models in economy governed
by delay differential equations can be found in [4], [14] and [29]. For instance, in [29] has been
generalized the model{

x′(t) = x(t) · [ a
b+xn(t)

− c·xm(t−τ)
d+xm(t−τ)

], t ≥ 0

x(t) = ϕ(t), t ∈ [−τ , 0], a, b, c,m ∈ R, τ > 0, n ≥ 1

of the naïve consumer, from [4], obtaining the model{
x′(t) = x(t) · [f(x(t))− g(x(t− τ))], t ≥ 0
x(t) = ϕ(t), t ∈ [−τ , 0],

for which the authors obtained results about the existence and uniqueness of the positive bounded
solution. A general model for market price fluctuations has the form,{

x′(t) = x(t) · F (x(t), x(t− τ)), t ≥ 0
x(t) = ϕ(t), t ∈ [−τ , 0].

Such models has been also studied in [29] from the existence and uniqueness of the positive
bounded solution point of view.

To approximate the solution of the initial value problem (1.1) numerical methods has been
elaborated in the last 30 years. The classical methods can be found in [1], [5], [19], [20], [21],
[22], [30] and [31]. Some papers ( see [8], [2], [18], [24] and [25] ) use spline functions to
approximate the solution of (1.1). For instance, in [25] the authors use the method of steps for
the problem, {

x′(t) = f(t, x(t), x(t− ω)), t ∈ [a, b], ω > 0
x(t) = ϕ(t), t ∈ [a− ω, a].

At the first step, the solution of the Cauchy’s problem,{
x′(t) = f(t, x(t), ϕ(t− ω)), t ∈ [a, a + ω]
x(a) = ϕ(a),
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has been approximated by a spline function of even degree and at the general step were solved
the initial value problems,{

x′(t) = f(t, x(t), x(t− ω)), t ∈ [a + kω, a + (k + 1)ω]
x(t) = sk

x(t), t ∈ [a + (k − 1)ω, a + kω],

wheresk
x(t) is the spline function of even degree constructed on the previous interval

[a + (k − 1)ω, a + kω].
Applications of the approximation theory for delay differential equations can be found in

[18] and [23]. Using Hermite polynomial interpolation in [27] a numerical method for delay
differential equations has been obtained. The procedures based on the one step method and on
the collocation method have been obtained in [3] and [16], respectively. The numerical methods
for delay differential equations based on the Runge-Kutta procedure have been investigated in
[6], [12] and [13].

2. EXISTENCE , UNIQUENESS AND APPROXIMATION OF THE POSITIVE SOLUTION

Consider the functional space

X = C[−τ , T ] = {x : [−τ , T ] −→ R | x is continuous on[−τ , T ] }

with the metric generated by the Bielecki’s norm,

‖x‖B = max{|x(t)| · e−θ·(t+τ) : t ∈ [−τ , T ]},

whereθ > 0 is convenable chosen. With this metric the spaceX became a complete metric
space.

Theorem 2.1.Suppose thatf ∈ C([−τ , T ]×R×R), ϕ ∈ C[−τ , 0] and the following conditions
are fulfilled :
(i) f(t, u, v) ≥ 0, ∀t ∈ [−τ , T ], ∀u, v ≥ 0, and ϕ(t) ≥ 0, ∀t ∈ [−τ , 0];
(ii) there existsM > 0 such that ,|f(t, u, v)| ≤ M, ∀(t, u, v) ∈ [−τ , T ]× R× R;
(iii) there existsL > 0 such that,∀u1, u2, v1, v2 ∈ R, we have :

|f(t, u1, v1)− f(t, u2, v2)| ≤
L

2LT + 1
· (|u1 − u2|+ |v1 − v2|), ∀t ∈ [−τ , T ].

Then the initial value problem (1.1) has in the spaceX a unique positive and bounded solution
x∗, which can be approximated by the sequence of successive approximations :

(2.1) x0(t) =

{
ϕ(t), t ∈ [−τ , 0]
ϕ(0), t ∈ [0, T ],

(2.2) xm(t) = ϕ(t), ∀t ∈ [−τ , 0], ∀m ∈ N∗,

(2.3) xm(t) = ϕ(0) +

t∫
0

f(s, xm−1(s), xm−1(s− τ))ds, ∀t ∈ [0, T ], ∀m ∈ N∗,

with the error estimation,

(2.4) |x∗(t)− xm(t)| ≤ 4LT + 1

2LT + 1
·
(

1

2

)m

· ‖x1 − x0‖B ,∀t ∈ [0, T ],∀m ∈ N∗.

Moreover, this solution is differentiable with continuous first derivative on[0, T ].
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Proof. The problem (1.1) is equivalent onC[−τ , T ] with the initial value problem,

(2.5) x(t) =

 ϕ(0) +
t∫

0

f(s, x(s), x(s− τ))ds, t ∈ [0, T ]

ϕ(t), t ∈ [0, T ],

which suggest to define the operator,A : X −→ X,

A(x)(t) =

 ϕ(0) +
t∫

0

f(s, x(s), x(s− τ))ds, t ∈ [0, T ]

ϕ(t), t ∈ [0, T ],
, ∀x ∈ X.

Elementary calculus leads to,

|A(x)(t)− A(y)(t)| ≤
t∫

0

|f(s, x(s), x(s− τ))− f(s, y(s), y(s− τ))| ds

≤ L ‖x− y‖B

t∫
0

[eθ(s+τ) + eθs]ds ≤ 2L

θ
‖x− y‖B

t∫
0

θ · eθ(s+τ)ds

=
2L

θ
‖x− y‖B [eθ(t+τ) − eθτ ] <

2L

θ
‖x− y‖B · eθ(t+τ), ∀t ∈ [0, T ].

Then,

‖A(x)− A(y)‖B ≤ 2L

θ
‖x− y‖B , ∀x, y ∈ X,

and choosingθ = 4LT +1, it follows that the operatorA is a contraction. Then, on applying the
Banach’s fixed point theorem (see [28], [32]) we conclude that the initial value problem (2.5)
has a unique solutionx∗ ∈ X ∩ C1[0, T ] ( sincef is continuous ). Ifϕ ∈ C1[−τ , 0] and

ϕ′(0) = f(0, ϕ(0), ϕ(−τ))

thenx∗ ∈ C1[−τ , T ]. From the conditions (i) and (ii) we deduce that

0 ≤ x∗(t) ≤ max(MT, max{ϕ(t) : t ∈ [−τ , 0]}), ∀t ∈ [−τ , T ].

Using the properties of the sequence of successive approximations from the Banach’s fixed
point theorem (see [17], [28]), since2L

θ
= 2LT

4LT+1
< 1

2
, we obtain the estimation (2.4).

Remark 2.1. The estimation (2.4) permits to approximate the solutionx∗ on [0, T ], by the
sequence of successive approximations (2.1), (2.2), (2.3). To compute the integrals from (2.3)
we can use a quadrature rule.

3. THE NUMERICAL METHOD

To compute the integrals from (2.3) we will apply the trapezoidal quadrature rule with a
new remainder estimation recently obtained by P. Cerone and S.S. Dragomir in [11], presented
below.

Proposition 3.1. The following inequalities holds :

(3.1)

∣∣∣∣∣∣
b∫

a

f(x)dx− b− a

2
[f(a) + f(b)]

∣∣∣∣∣∣ ≤


(b−a)2

4
· L, f ∈ Lip[a, b]

(b−a)2

4
· ‖f ′‖C , f ∈ C1[a, b],

whereL is the Lipschitz constant off , if f is Lipschitzian.
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We have used the notations :

Lip[a, b] = {f : [a, b] −→ R | f Lipschitzian}
C1[a, b] = {f : [a, b] −→ R | f differentiable withf ′ ∈ C[a, b]}

and
‖f ′‖C = sup

t∈[a,b]

|f ′(t)| .

Considering an uniform partition of the interval[a, b],

(3.2) ∆ : a = x0 < x1 < ... < xn−1 < xn = b

with

xi = a +
(b− a)i

n
, ∀i = 0, n, n ∈ N∗.

On can state the result from [11]:

Corollary 3.2. For the trapezoidal quadrature rule we have,∣∣∣∣∣∣
b∫

a

f(x)dx− b− a

2n
[f(a) + 2

n−1∑
i=1

f(xi) + f(b)]

∣∣∣∣∣∣
(3.3) ≤


(b−a)2

4n
· L, f ∈ Lip[a, b]

(b−a)2

4n
· ‖f ′‖ , f ∈ C1[a, b].

The followings results are known (see for instance [7]) :

Proposition 3.3. If f ∈ C1[a, b] with Lipschitzian first derivative, having the Lipschitz constant
L′ > 0, then the following trapezoidal quadrature formula holds :∣∣∣∣∣∣

b∫
a

f(x)dx− b− a

2
[f(a) + f(b)]

∣∣∣∣∣∣ ≤ (b− a)3

12
· L′.

Corollary 3.4. If f ∈ C1[a, b] with Lipschitzian first derivative, having the Lipschitz constant
L′ > 0, then, for the uniform partition (3.2), the following trapezoidal quadrature rule holds :∣∣∣∣∣∣

b∫
a

f(x)dx− b− a

2n
[f(a) + 2

n−1∑
i=1

f(xi) + f(b)]

∣∣∣∣∣∣ ≤ (b− a)3

12n2
· L′.

To apply the above quadrature rules for the integrals from (2.3) we define the functionsFm :
[0, T ] −→ R, m ∈ N, by

(3.4) Fm(t) = f(t, xm(t), xm(t− τ)), ∀t ∈ [0, T ].

Now, consider the uniform partition of[−τ , T ],

∆n : −τ = t0 < t1 < ... < tn−1 < tn = 0 < tn+1 < ... < tq = T,

with ti+1 = ti + τ
n
, ∀i = 0, q − 1, n ∈ N∗, q = (l + 1)n.

In the conditions of the Theorem 2.1 we can see thatxm ∈ C1[−τ , T ], ∀m ∈ N∗. On the
knots of the partition∆n let,

(3.5) x0(tk) =

{
ϕ(tk), k = 0, n

ϕ(0), k = n + 1, q,
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and

(3.6) xm(tk) = ϕ(tk), k = 0, n, ∀m ∈ N∗.

Applying the trapezoidal quadrature rule to the integrals from (2.3), on the knotstk, k =
n + 1, q, since

tk
2(k − n)

=
τ
n
(k − n)

2(k − n)
=

τ

2n
, ∀k = n + 1, q,

we obtain the following numerical method :

xm(tk) = ϕ(0) +

tk∫
0

f(s, xm−1(s), xm−1(s− τ))ds = ϕ(0) +

tk∫
0

Fm−1(s)ds

= ϕ(0) +
τ

2n
[f(0, ϕ(0), ϕ(−τ)) + 2

k−n−1∑
j=1

f(tn+j, xm−1(tn+j), xm−1(tj))

(3.7) + f(tk, xm−1(tk), xm−1(tk−n))] + Rm,k, ∀k = n + 1, q, ∀m ∈ N∗.

For the remainderRm,k, according to Corollary 3.2 and 3.4, we have,

(3.8) |Rm,k| ≤


τ2

4n
· L, if Fm−1 ∈ Lip[0, T ], ∀m ∈ N∗

τ2

4n
·
∥∥F ′

m−1

∥∥
C

if Fm−1 ∈ C1[0, T ], ∀m ∈ N∗

τ3

12n2 · L′, if F ′
m−1 ∈ Lip[0, T ], ∀m ∈ N∗,

,∀k = n + 1, q,

whereL > 0 ( respectivelyL′ > 0 ), is an upper bound of the Lipschitz constants of the
functionsFm−1 andF ′

m−1, m ∈ N∗, respectively.
The relations (3.7) lead to the following algorithm :

x1(tk) = ϕ(0) +
τ

2n
[f(0, ϕ(0), ϕ(−τ)) + 2

k−n−1∑
j=1

f(tn+j, x0(tn+j), x0(tj))

+f(tk, x0(tk), x0(tk−n))] + R1,k ( by notation )

(3.9) = x1(tk) + R1,k, ∀k = n + 1, q,

x2(tk) = ϕ(0) +
τ

2n
[f(0, ϕ(0), ϕ(−τ)) + 2

k−n−1∑
j=1

f(tn+j, x1(tn+j) + R1,n+j, x1(tj)

+R1,j) + f(tk, x1(tk) + R1,k, x1(tk−n) + R1,k−n)] + R2,k = ϕ(0)

+
τ

2n
[f(0, ϕ(0), ϕ(−τ)) + 2

k−n−1∑
j=1

f(tn+j, x1(tn+j), x1(tj))

+f(tk, x1(tk), x1(tk−n))] + R2,k ( by notation )

(3.10) = x2(tk) + R2,k, ∀k = n + 1, q.

By induction, form ∈ N∗, m ≥ 3, we obtain :

xm(tk) = ϕ(0) +
τ

2n
[f(0, ϕ(0), ϕ(−τ)) + 2

k−n−1∑
j=1

f(tn+j, xm−1(tn+j)

+Rm−1,n+j, xm−1(tj) + Rm−1,j) + f(tk, xm−1(tk) + Rm−1,k, xm−1(tk−n)

+Rm−1,k−n)] + Rm,k = ϕ(0) +
τ

2n
[f(0, ϕ(0), ϕ(−τ))
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+2
k−n−1∑

j=1

f(tn+j, xm−1(tn+j), xm−1(tj)) + f(tk, xm−1(tk), xm−1(tk−n))]

+Rm,k ( by notation )

(3.11) = xm(tk) + Rm,k, ∀k = n + 1, q, ∀m ≥ 3.

To estimate the remainders, applying the Lipschitz property (iii) from Theorem 2.1, we obtain
the recurrent inequalities :

∣∣R2,k

∣∣ ≤ |R2,k|+
τ

2n
[

L

2LT + 1
(|R1,k|+ |R1,k−n|) + 2

k−n−1∑
j=1

L

2LT + 1
(|R1,n+j|

+ |R1,j|)] < |R2|+
τ

2n
[2(k − n− 1) + 1] · 2L

2LT + 1
|R1| , ∀k = n + 1, q,

where,

|R1| = max{|R1,i| : i = 1, k} ≤


τ2

4n
· L

τ2

4n
·
∥∥F ′

m−1

∥∥
C

τ3

12n2 · L′

and

(3.12) |R2| = max{|R2,i| : i = 1, k} ≤


τ2

4n
· L

τ2

4n
·
∥∥F ′

m−1

∥∥
C

τ3

12n2 · L′.

Then, ∣∣R2,k

∣∣ ≤ |R2|+
2τ

2n
(k − n) · 2L

2LT + 1
|R1| ≤ |R2|

(3.13) +
τ l · n

n
· 2L

2LT + 1
|R1| = (1 +

2LT

2LT + 1
) · |R2| , ∀k = n + 1, q.

Moreover, for anym ∈ N∗, m ≥ 3, and k = n + 1, q, we obtain :∣∣Rm,k

∣∣ ≤ |Rm,k|+
τ

2n
[

L

2LT + 1
(
∣∣Rm−1,k

∣∣ +
∣∣Rm−1,k−n

∣∣)
+2

k−n−1∑
j=1

L

2LT + 1
(
∣∣Rm−1,n+j

∣∣ +
∣∣Rm−1,j

∣∣)] ≤ |Rm,k|

(3.14) +
τ

2n
[2(k − n− 1) + 1]

L

2LT + 1
|Rm−1| < |Rm,k|+

2LT

2LT + 1
|Rm−1| ,

where,

|Rm−1| = max{
∣∣Rm,i

∣∣ : i = 1, k}.
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4. M AIN RESULTS

Consider the following Lipschitz conditions :
∃γ > 0, δ > 0 such that,

(4.1) |f(t1, u, v)− f(t2, u, v)| ≤ γ |t1 − t2| , ∀t1, t2 ∈ [0, T ], ∀u, v ∈ R,

and

(4.2) |ϕ(t1)− ϕ(t2)| ≤ δ |t1 − t2| , ∀t1, t2 ∈ [−τ , 0].

We can see that the Lipschitz condition (iii) from Theorem 2.1 lead to the inequality,

|f(t, u1, v1)− f(t, u2, v2)| ≤ L(|u1 − u2|+ |v1 − v2|),∀t ∈ [0, T ],∀u1, u2, v1, v2 ∈ R.

Proposition 4.1. In the conditions of the Theorem 2.1, if the Lipschitz properties (4.1) and (4.2)
are fulfilled then the functionsFm, m ∈ N, are Lipschitzian with the same Lipschitz constant
L = γ + 2L ·max(δ, M).

Proof. Firstly,

|F0(t1)− F0(t2)| = |f(t1, x0(t1), x0(t1 − τ))− f(t2, x0(t2), x0(t2 − τ))|
≤ γ |t1 − t2|+ L(|x0(t1)− x0(t2)|+ |x0(t1 − τ)− x0(t2 − τ)|)

≤ (γ + δL) |t1 − t2| , ∀t1, t2 ∈ [0, T ].

By induction form ∈ N∗, we obtain,

|Fm(t1)− Fm(t2)| ≤ |f(t1, xm(t1), xm(t1 − τ))− f(t2, xm(t1), xm(t1 − τ))|
+ |f(t2, xm(t1), xm(t1 − τ))− f(t2, xm(t2), xm(t2 − τ))| ≤ γ |t1 − t2|

+L[|xm(t1)− xm(t2)|+ |xm(t1 − τ)− xm(t2 − τ)|] ≤ γ |t1 − t2|

+L[

t2∫
t1

|f(s, xm−1(s), xm−1(s− τ))| ds + max{|ϕ(t1 − τ)− ϕ(t2 − τ)| ,

∣∣∣∣∣∣ϕ(t1 − τ)− ϕ(0)−
t2−τ∫
0

f(s, xm−1(s), xm−1(s− τ))ds

∣∣∣∣∣∣ ,

t2−τ∫
t1−τ

|f(s, xm−1(s), xm−1(s− τ))| ds}] ≤ γ |t1 − t2|+ LM · |t1 − t2|

+L ·max(δ, M) · |t1 − t2| ≤ [γ + 2L ·max(δ, M)] · |t1 − t2| , ∀m ∈ N∗,∀t1, t2 ∈ [0, T ].

Consequently, the functionsFm, are Lipschitzian with the Lipschitz constantL = γ + 2L ·
max(δ, M), ∀ m ∈ N.

In the conditions of the above theorem the remainder estimations (3.8) becomes :

(4.3) |Rm,k| ≤
τ 2

4n
· L, ∀ m ∈ N, ∀k = n + 1, q.

Theorem 4.2. In the conditions of the above Theorem, the sequence(xm(tk))m∈N∗ approxi-
mates the solutionx∗ of the initial value problem (1.1) on the knotstk, k = n + 1, q of the
uniform partition∆n, with the error estimation :

(4.4)
∣∣∣xm(tk)− x∗(tk)

∣∣∣ ≤ 4LT + 1

2LT + 1
·
(

1

2

)m

· ‖x1 − x0‖B + (2LT + 1)
τ 2

4n
· L,

∀m ∈ N∗, m ≥ 2, ∀k = n + 1, q.
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Proof. From the inequalities (3.12), (3.13) and (4.3) we obtain,∣∣R2,k

∣∣ ≤ (1 +
2LT

2LT + 1
)
τ 2

4n
· L, ∀k = n + 1, q.

From the recurrent inequalities (3.14) we obtain successively, by induction, that∣∣R3,k

∣∣ ≤ |R3,k|+
2LT

2LT + 1
|R2| ≤

τ 2

4n
· L +

2LT

2LT + 1
(1 +

2LT

2LT + 1
)
τ 2

4n
· L

= [1 +
2LT

2LT + 1
+

(
2LT

2LT + 1

)2

]
τ 2

4n
· L, ∀k = n + 1, q,

∣∣Rm,k

∣∣ ≤ |Rm,k|+
2LT

2LT + 1
|Rm−1|

≤ [1 +
2LT

2LT + 1
+ ... +

(
2LT

2LT + 1

)m−1

]
τ 2

4n
· L

(4.5) < (2LT + 1)
τ 2

4n
· L, ,∀m ∈ N∗, m ≥ 3, ∀k = n + 1, q.

The estimation (4.4) follows now, from the inequalities (2.4) and (4.5).

Theorem 4.3. In the conditions of the Theorem 2.1, iff ∈ C1([−τ , T ]×R×R), ϕ ∈ C1[−τ , 0]
andϕ′(0) = f(0, ϕ(0), ϕ(−τ)), then the terms of the sequence of successive approximations
lies in C1[−τ , T ] and the sequence(xm(tk))m∈N∗ approximates the solutionx∗ of the initial
value problem (1.1) on the knotstk, k = n + 1, q of the uniform partition∆n, with the error
estimation : ∣∣∣xm(tk)− x∗(tk)

∣∣∣ ≤ 4LT + 1

2LT + 1
·
(

1

2

)m

· ‖x1 − x0‖B

(4.6) + (2LT + 1)
τ 2

4n
·M1(1 + M + K),

∀m ∈ N∗, m ≥ 2, ∀k = n + 1, q, whereK = max(‖ϕ′‖C , M).

Proof. Let K = max(‖ϕ′‖C , M) and

M1 = max(

∥∥∥∥∂f

∂t

∥∥∥∥
C

,

∥∥∥∥∂f

∂x

∥∥∥∥
C

,

∥∥∥∥∂f

∂y

∥∥∥∥
C

).

Sincef ∈ C1([−τ , T ]× R× R), ϕ ∈ C1[−τ , 0], we get that

F ′
m(t) =

∂f

∂t
(t, xm(t), xm(t− τ)) +

∂f

∂x
(t, xm(t), xm(t− τ)) · x′m(t)

+
∂f

∂y
(t, xm(t), xm(t− τ)) · x′m(t− τ) =

∂f

∂t
(t, xm(t), xm(t− τ))

+
∂f

∂x
(t, xm(t), xm(t− τ)) · f(t, xm−1(t), xm−1(t− τ))

+
∂f

∂y
(t, xm(t), xm(t− τ)) ·

{
ϕ′(t− τ), t ∈ [0, τ ]

f(t− τ , xm−1(t− τ), xm−1(t− 2τ)) , t ∈ [τ , T ].

ThenFm ∈ C[0, T ] and

‖F ′
m‖C ≤ M1(1 + M + K), ∀m ∈ N∗.
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On the other hand, for anyt ∈ [0, T ] we have,

|F ′
0(t)| ≤

∣∣∣∣∂f

∂t
(t, x0(t), x0(t− τ))

∣∣∣∣ +

∣∣∣∣∂f

∂y
(t, x0(t), x0(t− τ))

∣∣∣∣ · |ϕ′(t− τ)| .

Therefore,
‖F ′

m‖C ≤ M1(1 + M + K), ∀m ∈ N.

In this case, the estimation (3.8) is,

|Rm,k| ≤
τ 2

4n
·M1(1 + M + K), ∀ m ∈ N, ∀k = n + 1, q.

From this moment, the proof is analogous with the proof of the Theorem 4.2.

In the conditions of the Theorem 4.3, we consider the Lipschitz properties of the partial
derivatives of first order :

(4.7)

∣∣∣∣∂f

∂t
(t1, u, v)− ∂f

∂t
(t2, u, v)

∣∣∣∣ ≤ γ1 |t1 − t2| , ∀t1, t2 ∈ [0, T ], ∀u, v ∈ R,

(4.8)

∣∣∣∣∂f

∂t
(t, u1, v)− ∂f

∂t
(t, u2, v)

∣∣∣∣ ≤ γ2 |u1 − u2| , ∀t ∈ [0, T ], ∀u1, u2, v ∈ R,

(4.9)

∣∣∣∣∂f

∂t
(t, u, v1)−

∂f

∂t
(t, u, v2)

∣∣∣∣ ≤ γ3 |v1 − v2| , ∀t ∈ [0, T ], ∀v1, v2, u ∈ R,

(4.10)

∣∣∣∣∂f

∂x
(t1, u, v)− ∂f

∂x
(t2, u, v)

∣∣∣∣ ≤ α1 |t1 − t2| , ∀t1, t2 ∈ [0, T ], ∀u, v ∈ R,

(4.11)

∣∣∣∣∂f

∂x
(t, u1, v)− ∂f

∂x
(t, u2, v)

∣∣∣∣ ≤ α2 |u1 − u2| , ∀t ∈ [0, T ], ∀u1, u2, v ∈ R,

(4.12)

∣∣∣∣∂f

∂x
(t, u, v1)−

∂f

∂x
(t, u, v2)

∣∣∣∣ ≤ α3 |v1 − v2| , ∀t ∈ [0, T ], ∀v1, v2, u ∈ R,

(4.13)

∣∣∣∣∂f

∂y
(t1, u, v)− ∂f

∂y
(t2, u, v)

∣∣∣∣ ≤ β1 |t1 − t2| , ∀t1, t2 ∈ [0, T ], ∀u, v ∈ R,

(4.14)

∣∣∣∣∂f

∂y
(t, u1, v)− ∂f

∂y
(t, u2, v)

∣∣∣∣ ≤ β2 |u1 − u2| , ∀t ∈ [0, T ], ∀u1, u2, v ∈ R,

(4.15)

∣∣∣∣∂f

∂y
(t, u, v1)−

∂f

∂y
(t, u, v2)

∣∣∣∣ ≤ β3 |v1 − v2| , ∀t ∈ [0, T ], ∀v1, v2, u ∈ R,

with αi > 0, βi > 0, γi > 0, ∀i = 1, 3 and a Lipschitz condition on the initial interval :

(4.16) |ϕ′(t1)− ϕ′(t2)| ≤ γ′ · |t1 − t2| , ∀t1, t2 ∈ [−τ , 0],

with γ′ > 0.

Theorem 4.4. In the conditions of the Theorem 4.3 and under the assumptions (4.7)-(4.16), the
first derivatives of the functionsFm, m ∈ N, are Lipschitzian with the same Lipschitz constant
L′ > 0.

AJMAA, Vol. 2, No. 2, Art. 6, pp. 1-14, 2005 AJMAA

http://ajmaa.org


THE SUCCESSIVE APPROXIMATIONS METHOD AND ERROR ESTIMATION IN TERMS OF AT MOST THE FIRST DERIVATIVE FOR DELAY ORDINARY DIFFERENTIAL EQUATIONS11

Proof. Firstly,

|F ′
0(t1)− F ′

0(t2)| ≤
∣∣∣∣∂f

∂t
(t1, x0(t1), x0(t1 − τ))− ∂f

∂t
(t2, x0(t2), x0(t2 − τ))

∣∣∣∣
+

∣∣∣∣∂f

∂y
(t1, x0(t1), x0(t1 − τ)) · ϕ′(t1 − τ)− ∂f

∂y
(t2, x0(t2), x0(t2 − τ)) · ϕ′(t2 − τ)

∣∣∣∣
≤ γ1 · |t1 − t2|+ β1 · |ϕ(t1 − τ)− ϕ(t2 − τ)|+ M1γ

′ · |t1 − t2|
+ ‖ϕ′‖C [γ3 · |t1 − t2|+ β3 · |ϕ(t1 − τ)− ϕ(t2 − τ)|]

≤ [γ1 + β1δ + K(γ3 + β3δ) + M1γ
′] · |t1 − t2| , ∀t1, t2 ∈ [0, T ].

Let
L′

0 = γ1 + β1δ + K(γ3 + β3δ) + M1γ
′.

We obtain,

|F ′
m(t1)− F ′

m(t2)| ≤
∣∣∣∣∂f

∂t
(t1, xm(t1), xm(t1 − τ))− ∂f

∂t
(t2, xm(t2), xm(t2 − τ))

∣∣∣∣
+ |f(t1, xm−1(t1), xm−1(t1 − τ))| · | ∂f

∂x
(t1, xm(t1), xm(t1 − τ))

−∂f

∂x
(t2, xm(t2), xm(t2 − τ)) | +

∣∣∣∣∂f

∂x
(t2, xm(t2), xm(t2 − τ))

∣∣∣∣
· |f(t1, xm−1(t1), xm−1(t1 − τ))− f(t2, xm−1(t2), xm−1(t2 − τ))|

| ∂f

∂y
(t1, xm(t1), xm(t1 − τ))− ∂f

∂y
(t2, xm(t2), xm(t2 − τ)) |

·max {|ϕ′(t1 − τ)| , |f(t1 − τ , xm−1(t1 − τ), xm−1(t1 − 2τ))|}

+

∣∣∣∣∂f

∂y
(t2, xm(t2), xm(t2 − τ))

∣∣∣∣ ·max{|ϕ′(t1 − τ)− ϕ′(t2 − τ)| ,

| f(t1 − τ , xm−1(t1 − τ), xm−1(t1 − 2τ))

−f(t2 − τ , xm−1(t2 − τ), xm−1(t2 − 2τ)) |}
≤ γ1 · |t1 − t2|+ α1 · |xm(t1)− xm(t2)|+ β1 · |xm(t1 − τ)− xm(t2 − τ)|

+M · (γ2 · |t1 − t2|+ α2 · |xm(t1)− xm(t2)|+ β2 · |xm(t1 − τ)− xm(t2 − τ)|)
+K · [γ3 · |t1 − t2|+ α3 · |xm(t1)− xm(t2)|+ β3 · |xm(t1 − τ)− xm(t2 − τ)|]

+M1L · |t1 − t2|+ M1 ·max{γ′ · |t1 − t2| , L · |t1 − t2|}
≤ L′ · |t1 − t2| , ∀t1, t2 ∈ [0, T ],

where,

L′ = γ1 + α1 ·max(δ, M) + β1 ·max(δ, M) + Mγ2 + Mα2 ·max(δ, M)

+Mβ2 ·max(δ, M) + M1L + Kγ3 + Kα3 ·max(δ, M)

+Kβ3 ·max(δ, M) + M1 ·max(γ′, L).

SinceL′
0 ≤ L′, hence we obtain,

|F ′
m(t1)− F ′

m(t2)| ≤ L′ · |t1 − t2| , ∀t1, t2 ∈ [0, T ], ∀m ∈ N.
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Corollary 4.5. In the conditions of the Theorem 4.4 the sequence(xm(tk))m∈N∗ approximates
the solutionx∗ of the initial value problem (1.1) on the knotstk, k = n + 1, q of the uniform
partition ∆n, with the error estimate :

(4.17)
∣∣∣xm(tk)− x∗(tk)

∣∣∣ ≤ 4LT + 1

2LT + 1
·
(

1

2

)m

· ‖x1 − x0‖B + (2LT + 1)
τ 3

12n2
· L′,

∀m ∈ N∗, m ≥ 2, ∀k = n + 1, q.

Proof. In this case, the estimation (3.8) is,

|Rm,k| ≤
τ 3

12n2
· L′, ∀ m ∈ N, ∀k = n + 1, q.

Using the result from the Theorem 4.3 and the method of the proof from Theorem 4.2 we obtain
the estimation (4.17).

Remark 4.1. If f ∈ C2([−τ , T ]×R×R) andϕ ∈ C2[−τ , 0], then using the numerical method
(3.7)-(3.11) and the classic trapezoidal quadrature rule we obtain thatFm ∈ C2[0, T ], ∀m ∈ N,
with ‖F ′′

m‖ ≤ M ′′ and the error estimations is :∣∣∣xm(tk)− x∗(tk)
∣∣∣ ≤ 4LT + 1

2LT + 1
·
(

1

2

)m

· ‖x1 − x0‖B + (2LT + 1)
τ 3

12n2
·M ′′,

∀m ∈ N∗, m ≥ 2, ∀k = n + 1, q.

Remark 4.2. Note that the numerical method presented in this paper works in the case when
the functionf have at most a continuous first order partial derivative. The known methods from
literature ( see [2], [3], [5], [6], [8]-[10], [12], [13], [16], [18]-[27], [30], [31] ) on states in the
cases when the functionf have partial derivatives of high order.
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