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2 V. RAVICHANDRAN AND M. DARUS AND N. SEENIVASAGAN

1. INTRODUCTION AND PRELIMINARIES

Let A denote the class of alnalyticfunctions of the form
f(z)=z+ Zanz”
n=2

defined oA = {z : z € C and|z| < 1}. For two functionsf andg analytic inA, we say that
the functionf(z) is subordinateo ¢(z) in A, and write

f=g or f(z)<g(z) (z€4),
if there exists a Schwarz functian(z), analytic inA with
w(0)=0 and |w(z)| <1 (z€A),
such that
(1.1) f(2) =g(w(z) (z€).
In particular, if the functiory is univalentin A, the above subordination is equivalent to
F(0)=g(0) and f(A)C g(A).
The class ostarlike functions of ordet, denoted by5*(«), is defined by

2f'() }
S* (o) = cA:R >a 0<axl
() {f e )
and the class afanowski starlike functions defined by
. z2f'(z) 1+ Az
= : —1< < .
S*[A, B] {feA ) T B ( 1_B<A_1,zeA)}

In particular, we havé™[1 — 2a, —1] = S*(a). The classS.S*(«) of strongly starlike functions
of ordera consists of functiong € A satisfying

zf’(z)) am
ar < —,
° ( F&) )=
or equivalently we have
) 2f'(z)  (1+2\"
= : < .
SS* () {fG.A 8 <<1—z> : (0<a_1,z€A)}

Obradov€ and Owall7], Silvermari [16], Obrad@vand Tuneski[8] and Tuneski[18] have
studied the properties of classes of functions defined in terms of the ratio of

2f"(z) 1 2f(2)
and :
f'(2) f(2)
Also Ravichandran and Darus |13] have obtianed the following:
Theorem 1.1.Leth(z) be starlike inA andh(0) = 0. If f € Aand

L+ 2f"(2)/f'(2)

0<a<l,zeA)

1+

e T
then

OO

) <[1 / 0 d”} |
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They have also studied similar problem for classes defined by Ruscheweyh derivatives and
Salagean derivatives. Note that thenvolutionof two functions

f(z) —z+Zanz andg(z —z+Zb 2"
is the functionf * g defined by
(fx9)(z)=z+ Z by 2"
The Ruscheweyh derivativef orderd > —1 is defined by
Df() = () * =y

The SAlagean derivativef a functionf(z), denoted byD™ f(z) is defined by
D" f(z) = f(2) * (= + Z n"a,z")
n=2

It is also easy to see th&’f(2) = f(z), D' f(2) = zf'(z) andD" f(z) = z(D" ' f(2))’.
Li and Owa [2], Lewandowski, Miller and Zlotkiewic5|[1] and Ramesha, Kumar, and Pad-
manabhan [11], Li and Owal[2] and Ravichandran et al. [12] have considered sufficient condi-

tions for starlikeness in terms éff(g) + az?(/;()z)-

Ravichandran[14] have proved the following:

Theorem 1.2.1f ¢(z) is convex univalent andl < o < 1,

Re {(1 —a)/a+2q(z) + (1 + zch,/;iz)))} >0

e (2) (2)
Zf/ 2f//
@ TG

thenZ. j) < ¢(z) andq(z) is the best dominant.

In this paper, we are concerned with finding sufficient conditionffar € .4 to be strongly
starlike of ordeky in terms of the argument of either the ralig”(2)/f (2)]/[1+ 2 f"(2)/ f'(2)]

or zf((j) + aZ f(z() ). Also we have obtained similar results for certain functions defined by
Ruscheweyh derivatives an@l&gean derivatives. Further extension of these results are given
for certainp-valent analytic functions defined through a linear operator.

In our present investigation, we need the following results:

Lemma 1.3.[13] Leth(z) be starlike inA andh(0) = 0. If p(z) is analytic inA, p(0) = 1 and

< (1 —a)q(2) + ag®(z) + azd'(2),

D) )y

p(z)? " a(2)*

p(z) < q(z) = {1—/:@6%7}_1.

In fact, we need only the following special case of Leniméa 1.3 in our present investigation:

then
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4 V. RAVICHANDRAN AND M. DARUS AND N. SEENIVASAGAN

Lemma 1.4.If p(z) is analytic inA, p(0) = 1 and
2p'(2) - 20z
p(2)? (14 2)te(l—2)"

p(z) < <1+Z>a 0<a<1).

1—2

Lemma 1.5. ( cf. Miller and Mocanu([3, Theorem 3.4h, p.132J¢t ¢(z) be univalent in the
unit disk A and ¥ and ¢ be analytic in a domairD containingq(A) with ¢(w) # 0 when
w € q(A). Set

(0<a<l),

then

Qz) == 2¢'(2)e(q(2)), and h(z) :=129(q(2)) + Q(=2).
Suppose that either
(1) h(z) is convex, or
(2) Q(z) is starlike univalent imA.
In addition, assume that

zh'(2)
‘SRQ( ] > (0 forz e A.
If p(z) is analytic withp(0) = ¢(0), p(A) € D and
(1.2) D(p(2)) + 20" (2)e(p(2)) < 9(q(2)) + 24 (2)(q(2)),
then
(1.3) p(z) < q(z)

andg(z) is the best dominant.

2. A SUFFICIENT CONDITION FOR STRONG STARLIKENESS
By appealing to Lemmia 1.4, we first prove the following:
Lemma2.1.Let0 < a < 1. Let0 < 3 < 1 be given by

(2.1) tan(é—W) llfasin<%>+(1i_z)1?] :lfacos<%>-

Letp(z) be analytic inA and satisfies

/ 1+ B
) (1)

p(z)? 1—=z

p(z) < (T_rz)a

Proof. Let the functioni(z) be defined by

then

20z
1+ 2ol — 2o
In view of Lemm, it is enough to show that the sedtagw| < 2=, whereg is given
by (2.1), is contained in(A). We first analyze the image of the unit cirdlg = 1 under the
mappingh(z). For this purpose, let = ¢, 0 < § < 27. Then
1+2
1—=z

(2.2) h(z) =1+

(2.3)

=it

AJMAA Vol. 2, No. 1, Art. 6, pp. 1-12, 2005 AJMAA


http://ajmaa.org

STARLIKE CRITERIA 5

wheret = cot(#/2). Since the functiork(z) has real coefficient and hengéA) is symmetric
with respect to real axis, it is enough to consider the case wher@. A computation shows
that

2 i(14 %)
24 = .
2.4) 1 — 22 4t
Using (2.3) and[(2}4) irf (2} 2), we have
h(e) = 14 S+ )0l
(2.5) = 1+ %(1 + 1)t~ (H D gin (ag) + i%(l + 12)t~ () cos (a%) :
From the equatiorj (2.5), we have
4 Q] 4 ¢2 T
(2.6) arg h(e) = arctan 2 ) cos (_Oé2> .
thte 4+ 2(1 + %) sin ()

Define the function(t) by

- 2(1+ %) cos (aF)
7 ot) = tite 4+ 2(1+¢2)sin (o)

A simple calculation shows that the functigfy) attains its extremum at the roots of the equa-
tion
1+o «a 2\ o3 n 2 @ : n
2t [t + 5(1 + t7) sin (045)} —(1+1t%) [(1 + a)t* + atsin (a§>] =0

1
t=0andt = 4/ +a.
1l -«

Yet another calculation shows that the minimum of the functi@n is attained at

or at

1+«

and the minimum ob(t) is

provideds is given by [2.11). Thus we see that the hypothesis of our Theprem 2.1 implies the
hypothesis of Lemmfa 1.4 and our result now follows from Leimpai.4.

As an application of our Lemnja 2.1, we have the following:
Theorem 2.2.Let0 < o < 1 and 3 be given by[(2]1). If € A satisfies

(e )T

thenf € SS*(a).
Proof. Let the functionp(z) be defined by
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Then a computation shows that

() _ 1+ 2f"(2)/f(2)

p(z)? 2f'(2)/f(z)

and our result now follows from Lemnja 2.4.

Theorem 2.3.Let0 < a < 1 and 3 be given by[(2]1). If (z) € A satisfies

642
(0 +2) 272
arg ( DiFTf(2) _s

1+

O
D (2) <50
D57 (2)

then

D1 f(z) ) (1 +Z>a
Do f(z) 1—2z) °
Proof. Define the functiorp(z) by
41
P =
Clearlyp(z) is analytic inA andp(0) = 1. Using the familiar identity
2D°f(2)) = (6 +1)D* f(2) = 6D° f(2),

mereve (z) _ (5 + 2>M 5+ Dp(z) — 1
p(z) D (z) Y
and hence
, DH2f(z)
I 6 B Gy v Bl S
2

Our result now follows from Lemma 2. 4.
Now we give another result in terms o&l&gean derivativ®™ f(z):
Theorem 2.4.Let0 < a < 1 and$ be given by[(2]1). If (z) € A satisfies

s (Cpmgr )< F

then

D™f(z)  (14+2z)°
D) (1 —z) '
Proof. Define the functiorp(z) by
DL f(z
"o = gty
Then a computation shows that
2p'(z) _ 2(D™Hf(2)  2(D7f(2)  D™f(z)  DTMf(2)

p(2) DmrLf(2) Dmf(z)  DmHf(z)  Dmf(2)
Therefore
| ) DD ()
p(2)? (DmHLf(2))?

Our result now follows from Lemnia 2. 4.
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3. ANOTHER SUFFICIENT CONDITION FOR STRONG STARLIKENESS
We begin by proving the following:

Lemma 3.1. Let«, § and~ be positive real numbers ang € (0, 1) be the largest root of

Z ( 0 >
- t 27
po = tan | =

For p, < p < 1, lett, be the unique root of the equation
p _ PN 2 ; p _ P 2 _ —
(3.1) pt [7(1 p) cos ( 5 )t + 2asin ( 5 )t (14 p) cos ( 5 )} +ay(t*—1)=0

If p(2) is analytic inA, p(0) = 1 and

2 / (1+p)m 2ato
(32) |arg (ap(2) + Op(2)* +720/(2))| < =~ — arctan (7[(1 +p)—(1— p)té}) ’
then
(3.3) jarg (p(2)| < 2.

Proof. Our proof of Lemma 3]1 is essentially similar to the proof of Theorem 1 of Miller and
Mocanu [4]. Let the functiong(z) andh(z) be defined by

q(z) == Gti)p

h(z) == aq(z) + Bq(2)* + 724 (2).
We first analyze the image of the unit cir¢le = 1 under the mapping(z). For this purpose,
as in the proof of Theore@.l, let= ¢, 0 < # < 2. Since the functiorh(z) has real
coefficient and henck(A) is symmetric with respect to real axis, it is enough to consider the
case) < 0 < 7. Witht = cot(6/2), we have
142
1—2z

and

(3.4)

=it (t>0).
By using [3.4), we have
a(=) = (it) andzq/(z) = £ (1+ #)(it) ™
and therefore we have
Be) = alit) + BN — 221+ )ity

= @y [ati+ BN - LA+

Therefore
h(e®) = (it)* " H (t)
where
H(t) == ati + B(it)"™ — %(1 +12).

If ¢(p) is defined by
¢(p) := minlarg H(t)],

t>0
then

argh(e?) > LT 4 ()
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Let

o= cos (U507 = —sin () ancty = sin (C527) — o ().

at + BbtP*t
fatrtt — 2L(14¢2) )
The minimum ofarg H (¢) is given by the unique root of the equation

G(t) == 1" K (t) + ?(ﬂ —1)=0

Then

arg H (t) = arctan <

where
K(t):=p [Mﬁ —aot — —b7(12+ p)} :
Forp, <p <1,
G(l)=K(1)=p {leQ_ P _ ao 67(1;_ p)] = —flaa+ byp] >0
and o
Since

K'(t) = B[By(1 = p)t —aa] = 0
fort > 0andK (1) > 0, we haveK (t) > 0 for ¢t > 1 and thereforez(¢) > 0 for ¢ > 1. Also
1
G"(t) = %t"” [B7(1 = p)(2+ p)t* — 2aapt + p(1 — p)yb] + ay >0
for t > 0. ThereforeG(t) = 0 has a unique root iff0, 1) and the root ig, as given in the
hypothesis of our Lemnja 3.1. A straightforward computation shows that

Batg — L1+ 18) = I (a+ Bbth) (1= )t = (1+ )

and hence

QOZtO >
= —arctan .
o) (7[(1 +p) — (1= p)tg]
Therefore if the conditiorf (312) of Lemna B.1 holds, then we have

(3.5) ap(z) + Bp(2)* +v2p'(2) < aq(2) + Ba(2)* + 72¢(2).
Define the function® andy by
(3.6) I(w) = aw + fw* andp(w) = 7.

Clearly the functions)(w) and(w) are analytic inC and(w) # 0. Sinceq(z) is convex
univalent,z¢'(z) is starlike univalent and therefore the functiQqz) defined by

Q(2) = 2¢'(2)p(q(2)) = v2¢'(2) = 207z (1 + z)o‘

1—22\1-z

is starlike univalent im\. Define the functiork(z) by

h(z) = 9(q(2)) + Q(2) = aq(2) + Be* () + 724 (2).
Sinceq(A) is the convex regionarg(q(z))| < am/2 contained in the right half-plane, we see

that . ,
2h(z) =R g—i-%q(z)—i-l—f—zq <z)} >0

TP I P /()
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for = € A. Since the subordinatiop (3.5) is same[as|(1.2) for the choices of functiansl
given by [3.6), by an application of Lemrpal.5, we get) < ¢(z). This completes the proof
of our Lemmd 3.[L g

As an application of Lemmja 3.1, we have the following:

Theorem 3.2.Let0 < a < 1 andp, € (0, 1) be the largest root of

PoT
1_ap0:tan<%).

For p, < p < 1, lett, be the unique root of the equation

t? [a(l — p) cos (%) t* +2(1 — a)sin (%) t—a(l+p)cos <p77r>} +(1—a)(t*—1)=0.

Let 5 be given by

2
5:1—|—p——arctan(
T a

2(1 — O./)to )
(1 +p) = (A =p)t5] )

50 =¥

Proof. Define the functiom(z) by

If f € A satisfies

thenf € SS*(p).

Then a computation shows that

2p'(z) _
O ICINO

which shows that

Therefore, we have

2f'(z) _  2f"(2) 2f'(2)

e~ e TG

= ol ) - pla

= azp/(z) + ap’(2) — ap(z)

(0%

and hence we have
2f'(z) | 22f"(2)
+
f(z) f(z)
By using Lemmé 3]1, the proof our Theorgm|3.2 is compleged.

= (1 —a)p(z) + ap®(2) + azp/(2).

The proof of the following two Theorems are similar to the proof of Thedrein 3.2 and hence
it is omitted.
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Theorem 3.3.For0 < o < 1, let 5 p and p, be as in Theorem 3.2. ff ¢ A satisfies

D(S'Hf(z) N D6+2f(z)_& D(H_lf(z) o ﬁ_ﬂ
arg{ 55 (2) ( O sy D) U N <

27
Déf(2) 1—z2)
Theorem 3.4.For 0 < a < 1, let 3, p andp, be as in Theorefn 3.2. |f € A satisfies

]

4. FURTHER RESULTS FOR p-VALENT FUNCTIONS

then

arg [
then

In this section, we apply Lemma 2.1 and Lemmg 3.1 to cegaialent analytic functions
defined through a linear operatby,(a, c) which we define below. Le#, be the class of all
analytic functionsf (=) of the form

(4.1) z) =2+ Z ap?® (peN:={1,2,3...})

k=p+1

For two functionsf(z) given by [4.1) andj(z) given by

oo

g(z)=2"+ > b (peN),

k=p+1

the Hadamard product (or convolutiofy) x g) (z) is defined, as usual, by

(4.2) (fxg)(2)=2"+ > apbp 2" =: (g% f)(2).

k=p+1
In terms of the Pochhammer symigal), or theshiftedfactorial given by
A)g:=1 and (N, =AXA+1)---(A+k—-1) (keN),
we now define the function, (a, c; z) by

(4.3) ¢, (a,c;2) =z Z Ea—
k=1

(z eEN;a€eR; ceR\Zy; Zy := {O,—l,—2,...}).
Corresponding to the function, (a, c; z), Saitoh [15] introduced a linear operatby, (a, c)
which is defined by means of the following Hadamard product (or convolution):

(4.4) Ly (a,c) f(2) := ¢, (a,¢c;:2) x f(2)  (f € Ap)

or, equivalently, by

—~

(4.5) L,(a,c) = Z (CCL— aprp 257 (2 € A).
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The definition [(4.4) or[(4]5) of the linear operatbj (a, ¢) is motivated essentially by the
familiar Carlson-Shaffer operator
L(a,c) =Ly (a,c),

which has been used widely on such spaces of analytic and univalent functiGrasistarlike
and convex functions of order (see, for example, [17]).

As an application of Lemma 2.1 and Lemima|3.1, we immediately obtain the following re-
sults:

Theorem 4.1.Let0 < a < 1 and be given by[(2]1). If (z) € A, satisfies

o ([l 02T 1] et )

<_
27

Lyla+1,0f() _ (1+z)“
Ly(a,c)f(2) 1—2z
Theorem 4.2.For 0 < o < 1, let 3, p andp, be as in Theorein 3.2. |f ¢ A, satisfies
Ly(a+1,¢)f(2) Ly(a+2,¢)f(2) Ly(a+1,0)f(2)
R vy R ey s BEURRE wev e RERED |
O
77
Ly(a+1,¢)f(2) 1+2\”
Ly(a,c)f(z) = (1 —z) '
The Ruscheweyh derivative ¢f ) of orderd + p — 1 is defined by

then

then

@) D)= eI (€A 0 € B (o0, )
or, equivalently, by
(4.7 DY f(z) = 3 (5 A 1)% 2

k=p+1
(f € A(p,n); 6 € R\ (=00, —p]).
In particular, ifd =1 (1 + p € N), we find from the definitior| (4]6) of (4.7) that
~P diHr—1

oy e 7 19}

(4.8) D f(z) =

(feApmn); l+peN).

Our Theoremp 4|1 and 4.2 can be specialized to obtaine resutts/édent functions defined
by Ruscheweyh derivatives whcih are similar to Theorgmis 2.3 and 3.3, the details of which is
omitted here.
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