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ABSTRACT. This paper is concerned with second-order linear noncanonical delay difference
equations of the form

∆(µ(t)∆y(t)) + p(t)y(φ(t)) = 0.

The authors prove new oscillation criteria by first transforming the equation into canonical form
and then obtaining some new monotonic properties of the positive solutions of the transformed
equation. By using a comparison with first-order delay difference equations and a generalization
of a technique developed by Koplatadze, they obtain their main results. Examples illustrating
the improvement over known results in the literature are presented.
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1. I NTRODUCTION

Consider the linear second-order noncanonical delay difference equation

(E) ∆(µ(t)∆y(t)) + p(t)y(φ(t)) = 0

wheret0 is a positive integer andt ∈ N(t0) = {t0, t0 + 1, t0 + 2, . . . }. Throughout this paper
we assume that the following conditions hold:

(H1) {µ(t)} and{p(t)} are positive real sequences for allt ∈ N(t0);
(H2) {φ(t)} is a sequence of integers withφ(t) ≤ t− 1, ∆φ(t) > 0, andlimt→∞ φ(t) = ∞;

(H3) A(t) =
∞∑
s=t

1

µ(s)
with A(t0) < ∞.

Recall that asolutionof (E) is a nontrivial real-valued sequence{y(t)} satisfying (E) for
all t ≥ t0 + min

t>t0
φ(t). A solution{y(t)} of (E) is calledoscillatory if it is neither eventually

negative nor eventually positive, and it is callednonoscillatoryotherwise. Equation (E) itself is
called oscillatory if all its solutions are oscillatory.

Oscillatory phenomena occur in different models described by difference and differential
equations that arise in real-world problems; for example, see [1, 7, 10, 12] and the references
therein. The problem of obtaining oscillation criteria for difference equations with deviating
arguments has received great interest among researchers over the past few decades (see [2, 3, 11,
4, 6, 8, 9, 5, 15, 16, 13, 14]; references to many known results can be found in the monographs
by Agarwalet al. [2, 3].

In particular, for a canonical type delay difference equation

(1.1) ∆2y(t) + p(t)y(t− σ) = 0,

whereσ is a positive integer, Koplatadze [11] proved that (1.1) is oscillatory if

(1.2) lim inf
n→∞

1

t

t−1∑
s=t0

s2p(s) >
1

4
.

Also in [2], it can be seen that (1.1) is oscillatory if

(1.3) lim inf
t→∞

t−1∑
s=t−σ

(s− σ)p(s) >

(
σ

σ + 1

)(σ+1)

.

Later, in [4, 6], the authors proved the following result to guarantees the oscillation of (E),
namely,

(1.4) lim sup
t→∞

A(φ(t))

φ(t)−1∑
s=t0

p(s) +
t−1∑

s=φ(t)

A(s + 1)p(s)

+
1

A(φ(t))

∞∑
s=t

A(s + 1)A(φ(s))p(s)

}
> 1.

From a review of the literature, we see that there is a great interest in extending and improving
conditions (1.2)–(1.4) to more general difference equations. Following this trend, in this paper
we investigate the oscillatory behavior of (E) by transforming it into a canonical type equation,
deriving some new monotonic properties of positive solutions of the canonical equation, and
then using these to obtain oscillation criteria for (E). The results are demonstrated by some
specific examples. Due to the linearity of (E), we only need to consider positive solutions of (E)
in all proofs.
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2. OSCILLATION CRITERIA

Throughout this paper, we use the following notation:

b(t) = µ(t)A(t)A(t + 1), B(t) =
t−1∑
s=t0

1

b(s)

η(t) =
y(t)

A(t)
, Q(t) = A(t + 1)A(φ(t))p(t).

We begin with the following lemma which significantly simplifies the study of (E).

Lemma 2.1. Assume that (H1)–(H3) hold. Then,

(2.1)
1

A(t + 1)
∆

(
µ(t)A(t)A(t + 1)∆

(
y(t)

A(t)

))
= ∆(µ(t)∆y(t)).

Proof. By a direct calculation, we can show that (2.1) holds for any sequence{y(t)}. Indeed,

1

A(t + 1)
∆

(
µ(t)A(t)A(t + 1)∆

(
y(t)

A(t)

))
=

1

A(t + 1)
∆ (µ(t)A(t)∆y(t) + y(t))

=
1

A(t + 1)
[A(t + 1)∆ (µ(t)∆y(t))−∆y(t) + ∆y(t)]

= ∆(µ(t)∆y(t)).

Moreover,
∞∑

t=t0

1

µ(t)A(t)A(t + 1)
= lim

t→∞

1

A(t)
− 1

A(t0)
= ∞,

so the operator on the left side of (2.1) is in canonical form. This completes the proof of the
lemma.

In view of Lemma 2.1, we can see that (E) can be written in the equivalent form

∆

(
µ(t)A(t)A(t + 1)∆

(
y(t)

A(t)

))
+ A(t + 1)p(t)y(φ(t)) = 0,

or

(Ec) ∆(b(t)∆η(t)) + Q(t)η(φ(t)) = 0.

Theorem 2.2.The noncanonical difference equation(E) possesses a solution{y(t)} if and only

if the canonical equation(Ec)has the solution{η(t)} =

{
y(t)

A(t)

}
.

Corollary 2.3. The noncanonical difference equation(E) is oscillatory if and only if the canon-
ical equation(Ec) is oscillatory.

Corollary 2.3 simplifies the study of the noncanonical equation (E) since for (Ec), we see that
any eventually positive solution of (Ec) satisfies (see [1, Theorem 1.8.11])

(2.2) η(t) > 0, ∆η(t) > 0, and ∆(b(t)∆η(t)) < 0

for all t ∈ N(t0). The proof is elementary and the details are omitted.
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4 R. DEEPALAKHMI AND S. SARAVANAN AND J. R. GRAEF AND E. THANDAPANI

Lemma 2.4. Let (H1)–(H3) hold and assume that

(2.3)
∞∑

t=t0

B(φ(t))Q(t) = ∞.

Then for any positive solution{η(t)} of (Ec),

(2.4)

{
η(t)

B(t)

}
is decreasing andlim

t→∞

η(t)

B(t)
= 0.

Proof. Assume that{η(t)} is a positive solution of (Ec). It is easy to see that{η(t)} is increasing
and

(2.5) −∆

(
b(t)B(t)B(t + 1)∆

(
η(t)

B(t)

))
= B(t + 1)Q(t)η(φ(t)).

Let M = η(t0)−B(t0)b(t0)∆η(t0). Then a summation of (2.5) fromt0 to t− 1 yields

(2.6) −b(t)B(t)B(t + 1)∆

(
η(t)

B(t)

)
≥ M + η(φ(t0))

t−1∑
s=t0

B(s + 1)Q(s) →∞

by (2.3). Hence,∆

(
η(t)

B(t)

)
< 0 eventually, and so

{
η(t)

B(t)

}
is decreasing andM > 0 for large

t, say fort ≥ t1 ≥ t0.

Next, in order to obtain a contradiction, we assume thatlim
t→∞

η(t)

B(t)
= l > 0. In view of (2.6),

the sequence{z(t)} =

{
η(t)

B(t)

}
satisfies

(2.7) ∆z(t) +
1

b(t)B(t)B(t + 1)

t−1∑
s=t1

B(s + 1)Q(s)η(φ(s)) = − M

b(t)B(t)B(t + 1)
≤ 0.

Summing (2.7) fromt1 to∞, we obtain

z(t0)− l ≥
∞∑

s=t1

1

b(s)B(s)B(s + 1)

s−1∑
u=t1

B(u + 1)Q(u)B(φ(u))z(φ(u)) ≥ l

∞∑
s=t1

B(φ(s))Q(s),

which contradicts (2.3). Therefore,l = 0, and this proves the lemma.

Theorem 2.5.Let (H1)–(H3) and (2.3)hold. If φ(t) = t− k, wherek is a positive integer, and

(2.8) lim inf
t→∞

t−1∑
s=t−k

1

d(s)

s−1∑
u=0

B(u + 1)B(u− k)Q(u) >

(
k

k + 1

)k+1

where d(t)=b(t)B(t)B(t+1), then(E) is oscillatory.

Proof. Assume that{y(t)} is a positive solution of (E). Then by Theorem 2.2,{η(t)} is a

positive solution of (Ec) and satisfies (2.2). Now, the sequence{z(t)} =

{
η(t)

B(t)

}
satisfies
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(2.6), that is,

0 = ∆z(t) +
1

d(t)

(
t−1∑
s=t0

B(s + 1)B(s− k)Q(s)z(s− k) + M

)

≥ ∆z(t) +
1

d(t)

(
z(t− k))

t−1∑
s=t0

B(s + 1)B(s− k)Q(s) + M

)

= ∆z(t) +
1

d(t)

(
z(t− k)

t−1∑
s=0

B(s + 1)B(s− k)Q(s) + M

−z(t− k)

t0−1∑
s=0

B(s + 1)B(s− k)Q(s)

)
.

Since{z(t)} is decreasing andlim
t→∞

z(t) = 0, we see that{z(t)} is a positive solution of the

difference inequality

(2.9) ∆z(t) +

(
1

d(t)

t−1∑
s=0

B(s + 1)B(s− k)Q(s)

)
z(t− k) ≤ 0,

which contradicts (2.8). This proves the theorem.

In the following result, we improve the conclusion (2.4). For convenience, let

α1(t) =
1

d(t)

t−1∑
s=t0

B(s + 1)B(s− k)Q(s) and β1(t) =
t−1∏
s=t0

(1 + α1(s)).

Lemma 2.6. Let (H1)–(H3) and(2.3)hold. Then for every positive solution{η(t)} of (Ec), the

sequence{z(t)} =

{
η(t)

B(t)

}
satisfies

(2.10) {z(t)β1(t)} is eventually decreasing.

Proof. Assume that{η(t)} is a positive, and so increasing, solution of (Ec). Then, the sequence
{z(t)} satisfies

∆z(t) + α1(t)z(t + 1) ≤ 0

by (2.9) and the fact that{z(t)} is decreasing. It follows that

z(t + 1)(1 + α1(t))− z(t) ≤ 0,

and multiplying by
t−1∏
s=t0

(1 + α1(s)) gives

z(t + 1)
t∏

s=t0

(1 + α1(s))−
t−1∏
s=t0

(1 + α1(s))z(t) ≤ 0.

Therefore,∆(z(t)β1(t)) ≤ 0, which proves the lemma.

Using this new monotonic property given in (2.10), we are able to obtain some new and
improved oscillation criteria for equation (E).
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Theorem 2.7.Let (H1)–(H3) and(2.3)hold, and letφ(t) = t− k, where k is a positive integer.
If

(2.11) lim inf
t→∞

t−1∑
s=t−k

β1(s− k)

d(s)

(
s−1∑
ζ=t0

B(ζ + 1)B(ζ − k)Q(ζ)

β1(ζ − k)

)
>

(
k

k + 1

)k+1

,

then(E) is oscillatory.

Proof. Assume that{y(t)} is a positive solution of (E). Then by Theorem 2.2,{η(t)} ={
y(t)

A(t)

}
is a positive solution of (Ec) and satisfies (2.2). As in the proof of Theorem 2.5,

we see that{z(t)} =

{
η(t)

B(t)

}
satisfies (2.9), which in view of (2.10) implies that{z(t)} is a

positive solution of the difference inequality

(2.12) ∆z(t) +

(
β1(t− k)

d(t)

t−1∑
s=t0

B(s + 1)B(s− k)Q(s)

β1(s− k)

)
z(t− k) ≤ 0.

This contradicts (2.11) and completes the proof.

Next, we present a result that improves the oscillation criterion given in (1.4).

Theorem 2.8.Let (H1)–(H3) and (2.3)hold. If φ(t) = t− k, wherek is positive integer, and

(2.13) lim sup
t→∞

{
β1(t− k)

B(t− k)

t−k−1∑
s=t1

B(s + 1)B(s− k)

β1(s− k)
Q(s)

+β1(t− k)
t−1∑

s=t−k

Q(s)B(s− k)

β1(s− k)
+ B(t− k)

∞∑
s=t

Q(s)

}
> 1,

then(E) is oscillatory.

Proof. Assume that{y(t)} is a positive solution of (E). Then by Theorem 2.2,{η(t)} is a
positive solution of (Ec) and satisfies (2.2). Summing (Ec) fromt to∞, yields

∆η(t) =
1

b(t)

∞∑
s=t

Q(s)η(s− k).

Summing this fromt1 ≥ t0 to t− 1 and then using summation by parts gives

η(t) ≥
t−1∑
s=t1

B(s + 1)Q(s)η(s− k) + B(t)
∞∑
s=t

Q(s)η(s− k).

So, we have

η(t− k) ≥
t−k−1∑
s=t1

B(s + 1)Q(s)η(s− k) + B(t− k)
t−1∑

s=t−k

Q(s)η(s− k)

+ B(t− k)
∞∑
s=t

Q(s)η(s− k).
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Taking into account that{η(t)} is increasing and{z(t)β1(t)}| =

{
η(t)

B(t)
β1(t)

}
is decreasing

by Lemma 2.6, we obtain

η(t− k) ≥ η(t− k)β1(t− k)

B(t− k)

t−k−1∑
s=t1

B(s + 1)B(s− k)Q(s)

β1(s− k)

+ η(t− k)β1(t− k)
t−1∑

s=t−k

Q(s)B(s− k)

β1(s− k)
+ B(t− k)η(t− k)

∞∑
s=t

Q(s),

so

1 ≥

{
β1(t− k)

B(t− k)

t−k−1∑
s=t1

B(s + 1)B(s− k)Q(s)

β1(s− k)

+ β1(t− k)
t−1∑

s=t−k

Q(s)B(s− k)

β1(s− k)
+ B(t− k)

∞∑
s=t

Q(s)

}
.

This contradicts (2.13) and completes the proof of the theorem.

Theorem 2.9.Let (H1)–(H3) and (2.3)hold. If φ(t) = t− k, where k is a positive integer, and

(2.14) lim inf
t→∞

B(t)
∞∑
s=t

Q1(s) >
1

4
,

whereQ1(t) = Q(t)
B(t− k)β1(t)

B(t)β1(t− k)
, then(E) is oscillatory.

Proof. Assume that{y(t)} is a positive solution of (E). Then by Theorem 2.2,{η(t)} is a

positive solution of (Ec) and satisfies (2.2). Using the fact that

{
η(t)β1(t)

B(t)

}
is decreasing,

from (Ec), we obtain

∆(b(t)∆η(t)) + Q(t)
B(t− k)β1(t− k)

B(t− k)β1(t− k)
η(t− k) = 0,

or

(2.15) ∆(b(t)∆η(t)) + Q(t)
B(t− k)β1(t)

B(t)β1(t− k)
η(t) ≤ 0.

Define

w(t) =
b(t)∆η(t)

η(t)
> 0.

Then, using (2.15), we obtain

∆w(t) ≤ −Q1(t)−
w(t)w(t + 1)

b(t)
.

Summing the last inequality fromt to∞, we find that

w(t) ≥
∞∑
s=t

Q1(s) +
∞∑
s=t

w(s)w(s + 1)

b(s)
,

and so

(2.16) B(t)w(t) ≥ B(t)
∞∑
s=t

Q1(s) + B(t)
∞∑
s=t

B(s)w(s)B(s + 1)w(s + 1)

b(s)B(s)B(s + 1)
.
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Let lim inft→∞B(t)w(t) = M > 0; then from (2.16),

M >
1

4
+ M2,

sinceB(t)
∞∑
s=t

1

b(s)B(s)B(s + 1)
= 1. This is not possible forM > 0, and the proof of the

theorem is complete.

3. EXAMPLES

In this section we present two examples to illustrate the main results and compare our theo-
rems to others in the literature.

Example 3.1.Consider the second-order Euler type difference equation

(3.1) ∆(t(t + 1)∆y(t)) + (t + 1)py(t− 2) = 0, t ≥ 3,

wherep > 0 is a constant. We haveµ(t) = t(t + 1), φ(t) = t− 2, p(t) = (t + 1)p, A(t) =
1

t
,

b(t) = 1, B(t) ≈ t, Q(t) =
p

t− 2
, andk = 2. Condition (2.3) becomes

∞∑
t=3

p

t− 2
(t− 2) =

∞∑
t=3

p = ∞, that is, condition (2.3) holds. The transformed equation (Ec) becomes

∆2η(t) +
p

t− 2
η(t− 2) = 0, t ≥ 3,

which is in canonical form. Moreoverd(t) = t(t + 1) and condition (2.8) becomes

lim inf
t→∞

t−1∑
s=t−2

1

s(s + 1)

s−1∑
u=0

p(u + 1) = lim inf
t→∞

t−1∑
s=t−2

p

2
= p >

(
2

3

)3

,

that is, (2.8) holds ifp >
8

27
. Therefore, by Theorem 2.5, equation (3.1) is oscillatory ifp >

8

27
.

Notice that in [4, Theorem 2.2] and [6, Theorem 3.2], equation (3.1) is shown to be oscillatory
if p > 0.5, and so Theorem 2.5 improves both of those results.

Example 3.2.Consider the equation

(3.2) ∆(2t∆y(t)) + p2ty(t− 1) = 0, t ≥ 1,

wherep > 0 is a constant. In this caseµ(t) = 2t, p(t) = p2t, φ(t) = t − 1, andk = 1.

Simple calculations show thatA(t) =
2

2t
, b(t) =

2

2t
, Q(t) =

4p

2t
, B(t) ≈ 2t−1, d(t) ≈ 2t,

α1(t) ≈ p, β1(t) = (1 + p)t−1, andQ1(t) ≈
2p(1 + p)

2t
. Condition (2.3) is clearly satisfied

and (2.14) becomeslim inft→∞ 2t−1
∑∞

s=t

2p(p + 1)

2s
≥ 2p(p + 1) >

1

4
, that is, (2.14) holds if

p(p + 1) >
1

8
. Therefore, by Theorem 2.9, we conclude that (3.2) is oscillatory ifp > 0.11237.

By [6, Theorem 3.6], equation (3.2) is found to be oscillatory ifp > 0.16666 and so Theorem
2.9 improves Theorem 3.6 of [6].
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4. CONCLUSION

In this paper, we obtained new oscillation criteria for second order retarded noncanonical
difference equations by first transforming them into canonical form. We were then able to
derive some new monotonic properties of their positive solutions. The oscillation results we
then obtained are new and improve some results previously reported in the literature. We also
illustrated our results with examples pointing out these improvements.
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