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A is obtained.
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1. I NTRODUCTION

1.1. Preliminaries.

Definition 1. (Core-EP inverse) A matrixG is a core-EP inverse ofA if G is an outer inverse
of A satisfying

C (G) = R(G) = C (Ad)

whered is the index ofA.

Manjunatha Prasad and Mohana [3] proved the existence and uniqueness of core EP inverse
over a real or complex field.

Theorem 1. Given a square matrixA of indexd, the core-EP inverse is unique whenever it
exists and is given by

(1.1) A †© = Ad(A∗dAd+1)−A∗d

Also it is observed that when the index of the matrix is one, the definition reduces to the
definition of Core-EP generalized inverse.

Definition 2. (Core-EP Generalized Inverse) For a square matrixA, the matrixX satisfying
the conditions(2), (3) and (1k) for k = 1 is called the core-EP generalized inverse ofA and

denoted byA ]©.

It is given by the formulaA(A∗A2)−A∗. The relation between the core EP inverse of a matrix
of index d and the core EP generalized inverse is similar to that of Drazin inverse and group
inverse of a matrixA. The following theorem explains the relation between the core EP inverse
of a matrixA of indexd and the core-EP generalized inverse.

Theorem 2. Let A be a matrix withδ(A) = d.If G = A †©, the core-EP inverse ofA exists,
then we have the following:

(1) Gd is a core-EP inverse ofAd

(2) Gd = (Ad){1,2,3,1k} for k = 1

(3) If CA is the core part of core-nilpotent decomposition ofA thenG = C
{1,2,3,1k}
A for

k = 1.

The following lemma [3] describes the necessary and sufficient conditions for the existence
of core-EP generalized inverse in the case of rank one matrix with reference to its rank factor-
ization.

Lemma 1. LetA be a square matrix of rank one and with rank factorizationA = xy?, wherex
andy are suitable column matrices. Then the following statements are equivalent:

(1) A ]© exists,
(2) x∗x andTrace(A) are non-zero,
(3) A∗

i Ai andTrace(A) are non-zero, whereAi is some ith column ofA.

Using this expression a determinantal representation for core-EP generalized inverse(gij) =

G = A ]©is given by

gij = (
∑
K

(|AK
L |)2)−1(TraceCr(A))−1

∑
iεIjεJ

|AI
L||AJ

L|

A determinantal representation of core EP inverse is given by Kyrchei [2] by defining the right
and left core - EP inverse. But in this article the approach is different. We attempted to give the
determinantal representation of core EP inverse of a matrixA with the rank factorization ofA.
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2. NOTATIONS

AssumeA is ann × n matrix of rankr. Let α = {α1, . . . αp} andβ = {β1, . . . βp} be
subsets of{1, 2, . . . m} and{1, 2, . . . n},respectively of the order1 ≤ p ≤ min{m, n}. Then
|Aα

β | denotes the minors ofA determined by the rows indexed byα and the columns indexed by
β.
For1 ≤ p ≤ n, denote the collection of strictly increasing sequences ofp integers chosen from
{1, 2, . . . n}, by
Qp,n = {α : α = (α1, . . . , αp), 1 ≤ α1 ≤ . . . ≤ αp ≤ n}.
LetN = Qr,m ×Qr,n.For fixedα ∈ Qk,m, β ∈ Qk,n, 1 ≤ k ≤ r, let
I(α) = {I : I ∈ Qr,m, I ⊇ α}, J (β) = {J : J ∈ Qr,n, J⊇ β}, andN (α, β) = I(α)× J (β).
If A is a square matrix, the coefficient of|Aα

β | in the Laplace expansion of|A| is denoted by
∂

∂|Aα
β |
|A|.

Cp(A) denotes thepth compound matrix ofA with rows indexed by r-element subsets of
{1, 2, . . . m} , columns indexed by r-element subsets of{1, 2, . . . , n}, and the(α, β) entry is
defined by|Aα

β |.
Also we use the following extension of these notations:
Nrk

= Qrk,m ×Qrk,n, whererk = rank(Al), l ≥ k = ind(A);
For fixedα, β ∈ Qp,n.1 ≤ p ≤ rk.let
Irk

(α) = {I : I ∈ Qrk,m, I ⊇ α},Jrk
(β) = {J : J ∈ Qrk,n, J⊇ β},N (α, β) = Irk

(α)×Jrk
(β)

Also the core EP generalized inverse of a matrixA is denoted byA ]© and the core EP inverse
is given byA †©.

3. RESULTS

Expression for group inverse and Drazin inverse in terms of its rank factorizations are well
known in the literature [1].
LetA be any square complex matrix with index ofA isk, then eitherAk = θ (whereθ designates
the null matrix of appropriate size) orAk can be written as

Ak =
k∏

i=1

Bi

k∏
i=1

Gk+1−i

where each of the matricesB1, B2, . . . Bk and
∏k

i=1 Bi has full column rank and each of the
matricesG1, G2, . . . Gk and

∏k
i=1 Gk+1−i has full row rank. The matricesBi andGk+1−i are

further determined by the conditions thatB1 andG1 satisfy

A = B1G1

and that
GiBi = Bi+1Gi+1, i = 1, 2, . . . k − 1

whereGkBk is nonsingular. Then an expression for Drazin inverse is given by

Ad =
k∏

i=1

Bi(GkBk)
−k−1

k∏
i=1

Gk+1−i

A similar kind of expression is obtained here for core-EP inverse.
Assume thatA is a square matrix with indexk.Let A = B1G1 be a full rank factorization for
the matrixA.Then as in the above the expression for core-EP inverse is

A †© = (B1B2 . . . Bk)(GkBk)
−1(B1B2 . . . Bk)

†
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In particular whenk = 1 this expression reduces to the expression for core-EP generalized
inverse given byB1(G1B1)

−1B†
1.

Theorem 3. LetA ∈ Cn×n
r with l ≥ k = ind(A) with an arbitrary full rank factorizationAk =

BAkGAk .Then the core-EP inverse of the matrix can be given byA †© = BAk(G∗
AkABAk)−G∗

Ak .

Proof. SinceAk = BAkGAk , (A∗)k = G∗
AkB

∗
Ak

Now

A †© = BAkGAk(G∗
AkB

∗
AkABAkGAk)†G∗

AkB
∗
Ak

= BAkGAk(GAk)†(B∗
AkABAk)−1(G∗

Ak)
†G∗

AkB
∗
Ak

= BAk(B∗
AkABAk)−1B∗

Ak

Theorem 4. If A is ann× n complex matrix of indexk, andAk = BAkGAk is an arbitrary full
rank decomposition ofAk, then

(1)(A †©)k = BAk(GAkBAk)−1(BAk)†

(2)AA †© = BAk(B∗
AkBAk)−1B∗

Ak

(3)(A †©)† = (B∗
Ak)

†(B∗
AkABAk)(BAk)†

Proof. (1) By Theorem3 and Lemma1
(Ak) ]© = (BAkGAk) ]© = BAk(GAkBAk)−1(BAk)†

(2) From the definition it is clear that

AA †© = Ak(Ak)†(A∗k)†A∗k

Now

AA †© = BAkGAk(G∗
AkB

∗
AkBAkGAk)†G∗

AkB
∗
Ak

= BAkGAk(GAk)†(B∗
AkBAk)−1(G∗

Ak)
†G∗

AkB
∗
Ak

= BAk(B∗
AkBAk)−1B∗

Ak

(3) Since

A †© = BAk(B∗
AkABAk)−B∗

Ak

(A †©)† = (BAk(B∗
AkABAk)−B∗

Ak)
†

= (B∗
Ak)

†(B∗
AkABAk)(BAk)†

Theorem 5. The core-EP inverse of an arbitrary matrixA ∈ Cn×n
r possesses the following

determinantal representation

A
†©

ij =

P
(α,β)∈Nrk

(j,i)|(BAl )
β ||(B∗

Al )α| ∂
∂aji

|Aβ
α|

P
(γ,δ)∈Nrk

|(B∗
Al )γ ||(BAl )δ ||Aγ

δ |

wherel ≥ k = ind(A) andrk = rank(Al).

Proof. Let A = BG be arbitrary full rank factorization ofA, andAl = BAlGAl is full rank
factorization ofAl, wherel ≥ ind(A)
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Now

A †© = BAl(B∗
AlABAl)−1B∗

Al

=
BAladj(B∗

AlABAl)B∗
Al

|B∗
AlABAl|

Consider

|B∗
AlABAl| = |B∗

AlBGBAl|

=
∑

ε∈Qrk,r

|(B∗
AlB)ε||(GBAl)ε|

=
∑

ε∈Qrk,r

|(B∗
AlBε)||(GεBAl)|

Again by applying Cauchy - Binet formula,

|B∗
AlBGBAl| =

∑
ε∈Qrk,r

(
∑

γ∈Qrk,n

|(B∗
Al)γ||Bγ

ε |)(
∑

δ∈Qrk,n

|Gε
δ||(BAl)δ|)

Hence

|B∗
AlBGBAl| =

∑
(γ,δ)∈Nrk

|(B∗
Al)γ||(BAl)δ|

∑
ε∈Qrk

,r

|Bγ
ε ||Gε

δ|

=
∑

(γ,δ)∈Nrk

|(B∗
Al)γ||(BAl)δ||BγGδ|

=
∑

(γ,δ)∈Nrk

|(B∗
Al)γ||(BAl)δ||Aγ

δ |

Now considerBAladj(B∗
AlABAl)B∗

Al.If the submatrix ofA generated by deletingith row of
A is denoted by(A{i})

′
and thejth column by(A{j})

′
respectively.

Since(adj(B∗
AlBGBAl))ij = (−1)i+j|(B∗

Al)
{j}′BG(BAl){i}′ |

By Cauchy-Binet theorem

(adj(B∗
AlBGBAl))ij = (−1)i+j

∑
ε′∈Qrk−1,r

|Gε
′

(BAl){i}′ ||(B∗
Al)

{j}′Bε′ |

Now applying Cauchy- Binet formula for both the determinants,

(adj(B∗
AlBGBAl))ij = (−1)i+j

∑
ε′∈Qrk−1,r

(
∑

β
′∈Qrk−1,n

|Gε
′

β
′ ||((BAl){i}′ )

β
′
|

× (
∑

α′∈Qrk−1,n
|Bε

′

β
′ ||((B∗

Al)
{j}′ )α′ |

Therefore,

(adj(B∗
AlBGBAl))ij =

rk∑
t=1

(PAl)it(adj(B∗
AlBGBA))tj

=
∑

ε
′∈Qrk−1,r

∑
β
′∈Qrk−1,n

|Gε
′

β
′ |(

rk∑
t=1

(−1)t((BAl)it|(BAl){t′})
β
′

|)×(
∑

α′∈Qrk−1,n

(−1)j|Bα
′

ε
′ ||((B∗

Al)
{j}′ )α|)
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If i is contained in the combinationβ
′
then,

rk∑
t=1

(−1)t(BAl)it|(BAl){t}′ )
β
′

| = 0

If the setβ
′
does not containi, theni = βp and the systemβ

′
is denoted by

β
′
= {1 ≤ β1 < . . . < βp−1 < βp+1 < . . . ≤ n}

If the setβ denotes the following combination

β = {1 ≤ β1 < . . . < βp−1 < i = βp < βp+1 < . . . ≤ n}

we obtain the representation for
(BAladj(B∗

AlBGBAl))ij =∑
ε′∈Qrk−1,r

(
∑

β∈Jrk
(i)(−1)p|Gε

′

β\{i}||(BAl)β|)× (
∑

α′∈Qrk−1,n
(−1)j|Bα

′

ε′
||(B∗

Al)
{j}′ )α′ |)

Continuing in the same way we get the representation for

BAladj(B∗
AlBGBAlB∗

Al)ij =

rk∑
t=1

BAladj(B∗
AlBGBAl))it(B

∗
Al)tj

= ∑
ε′∈Qrk−1,r

(
∑

β∈Jrk
(i)

(−1)p|Gε
′

β\{i}||(BAl)β|)× (
∑

α′∈Qrk−1,n

|Bα
′

ε′
|

rk∑
t=1

(B∗
Al)tj||(B∗

Al)
{t}′ )α′ |)

Similarly if j is contained in the combinationα′, then
rk∑

t=1

(−1)t(B∗
Al)tj|(B∗

Al){t}′ )α′ | = 0

Otherwisej = αq and

α
′
= {1 ≤ α1 < . . . < αq−1 < αq+1 < . . . αrk

≤ n}
and

α = {1 ≤ α1 < . . . < αq−1 < j = αq, αq+1 < . . . αrk
≤ n}

Therefore the(i, j) th element ofBAladj(B∗
AlBGBAl)B∗

Al is equal to∑
ε′∈Qrk−1,r

(
∑

β∈Jrk
(i)

(−1)p|Gε
′

β\{i}||(BAl)β|)× (
∑

α∈Jrk
(j)

(−1)q|Bα\{j}
ε′

||(B∗
Al)

α|)

∑
(α,β)∈Nrk

(j,i)

|(BAl)β||(B∗
Al)α(

∑
ε′∈Qrk−1,r)

(−)(p+q)|Bα\{j}
ε
′ ||Gε

′

β\{j}|

=
∑

(α,β)∈Nrk
(j,i)

|(BAl)β||(B∗
Al)α|

∂

∂aji

|Aα
β |
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Theorem 6. For a given matrixA ∈ Cm×n
r with core EP inverse of indexk with rank factoriza-

tion A = BG andAk = BAkGAk , we obtain the following representations;

(i) (AA †©)ij =

P
α∈Jrk(i),j /∈α

|(B∗
Ak )α|

Prk
t=1(B

Ak )it
∂

∂(B
Ak )jt

|(B
Ak )α|

P
γ∈Qrk,n

|(B∗
Ak )γ ||(BAk )γ |

=

P
α∈Jrk(i),j /∈α

|(B∗
Ak )α||(BAk )α|

P
γ∈Qrk,n

|(B∗
Ak )γ ||(BAk )γ | (1 ≤ t ≤ rk, 1 ≤ j ≤ n)

(ii) (A †©(A †©)†)ij =

P
α∈Jrk(i),j /∈α

|(B
Ak )α||(B

Ak )α|

Tr(Crk
(B

Ak (B
Ak )∗)

, 1 ≤ i, j ≤ n

(iii) ((A †©)†A †©)ij =

P
α∈Jrk(i),j /∈α

|((B∗
Ak

)
α
)||(B∗

Ak )α|

Tr((Crk
(B

Ak (B∗
Ak )))

Proof. (i) From the definition

(AA †©)ij = BAk(B∗
AkBAk)−1B∗

Ak

Since

((B∗
AkBAk)−1B∗

Ak)tj =

∑
α∈Jrk

(j)|(B∗
Ak)α| ∂

∂(B
Ak )jt

|(BAk)α|∑
γ∈Qrk,n

|(B∗
Ak)γ||(BAk)γ|

Now for arbitrary1 ≤ i, j ≤ n we get

(AA †©)ij =

rk∑
t=1

(BAk)it((B
∗
AkBAk)−1B∗

Ak)tj

=

∑
α∈Jrk(i),j /∈α

|(B∗
Ak)α|

∑rk

t=1(BAk)it
∂

∂(B
Ak )jt

|(BAk)α|∑
γ∈Qrk,n

|(B∗
Ak)γ||(BAk)γ|

=

∑
α∈Jrk

(i),j /∈α|(B∗
Ak)α||(BAk)α|∑

γ∈Qrk,n
|(B∗

Ak)γ||(BAk)γ|

(ii) Since

(A †©(A †©)†)ij = BAk(BAk)† = BAk(B∗
AkBAk)−1(BAk)∗

and also,

((A †©)†A †©)ij = (B∗
Ak)

†(B∗
Ak) = BAk(B∗

AkBAk)−1B∗
Ak

the proof follows in the same as in (i).
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