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ABSTRACT. The goal of this work is to examine the numerical solution of linear Volterra-
Fredholm integral equations of the second kind using the first, second, third and fourth Cheby-
shev polynomials. Noting that, the approximate solution is given in the form of series which
converges to the exact one. Numerical examples are compared with other methods, in order to
prove the applicability and the efficiency of this technical.
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1. INTRODUCTION

Integral equations, leads to appear some phenomenon in many areas of scientific fields such
as mathematical biology, chemical kinetics and fluid dynamics. Also we can transform equa-
tions occur of scattering and radiation of surface water wave based on ordinary differential
equation of the second order with boundary conditions into a Volterra-Fredholm integral equa-
tions of the form.

x b
(1.2) o) - / k(o D) (£)dt — / kol D)o (t)dt = f(2),

with a given functionk(z, t) and a functionf(z), the kernek(z, ¢) is bounded iu < z,¢ < b,
and valuel is not an eigenvalue ofl.1]), the functiony(z) is the unknown function to be
determined. Many authors are launched to solve this kind of equations by different methods,
where we find a moving least square method and Chebyshev polynomiéls in [2] and an Adomian
decomposition using maple in![3], the authors[in[]7,!8, 9] use the Chebyshev, Euler series and
quadratic numerical methods to solve the Fredholm integral equations! [In [4, 10] the authors
estimate the density function(z) by means of Legendre and the first Chebyshev polynomials.
For this study we replace the functigiiz) by the four Chebyshev polynomials and compare
the accuracy of the estimation of the unknown function with many numerical examples.

2. CHEBYSHEV POLYNOMIALS

1- The first-kind polynomial 7,
The Chebyshev polynomidl, (z) of the first kind is a polynomial in: of degreen; defined
by the relation

(2.1) T, (x) = cosnf when z = cos,

wherezx € [—1, 1], this involves that the corresponding variable [0, 7] . It is easy to see that
To(x) =1, Ti(xz) = x and by the recurrence formula satisfied by Chebyshev polynomials

cosnf + cos(n — 2)0 = 2 cos b cos(n — 1)8,
we obtain the fundamental relation
To(z) =221, 1(x) — Th—2(x), n=2,3,...
Noting that the function$7,,(x), n =0, 1,2, ....} form an orthogonal system on the interval

[—1, 1] with respect to the weight(z) = and so the polynomial systefi) (x) given

1— a2
by
1 2 2 2
So(x) = %To(x)a Si(x) = ;Tl(x)a Sa(x) = ;TQ(:C)W"STL('I) = ;Tn(x) 5
1
form an orthonormal system on the interjall, 1] with respect to the weighit(x) = :
y jall, 1] P ghi () Vi

In other words

et i) = [ 2 - { ) F7)

2- The second-kind polynomiall,,
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The Chebyshev polynomiél, (z) of the second kind is a polynomial inof degreen; defined
by the relation

i 1
(2.2) Up(x) = w when x = cos @
sin ¢
The terms recurrence formula satisfied by Chebyshev polynomials is the translation of the
elementary trigonometric identity

sin(n + 1) + sin(n — 1)0 = 2 cos § sin nf,
which gives
Up(x) = 22U, 1 () — Up_o(z), n=2,3,...
With
Up(x) =1, Uy(x) =2z

Noting that the function$U,,(z), n = 0,1,2,....} form an orthogonal system on the interval
[—1, 1] with respect to the weight(z) = v/1 — 22 and so the polynomial systeff), () given
by

{50(95) = \/%Uo(fv)a Si(x) = \/gUl(x% Sa(x) = \/%Uz(llf)a (@) = %Un(@} ,

form an orthonormal system on the interfall, 1] with respect to the weight(z) = v/1 — z2.
In other words

(Se(x), Si(x)) = /Sk(a:)Sl(:c)\/l ~ dy — { I

3- The third-kind polynomial V,
The Chebyshev polynomid, (x) of the third kind is a polynomial in: of degreen; defined
by the relation

1
AL
(2.3) Va(z) = m when x = cos ¢
cos 50

The three term recurrence formula satisfied by Chebyshev polynomials is the translation of
the elementary trigopnometric identity

1 1 1
cos(n + 5)9 + cos(n — 2 + 5)9 = 2cosfcos(n —1+ 5)9,

which becomes
Vo(z) =22V, 1(x) — V,o(z), n=2,3,...
With
Vo(z) =1, Vi(z) =22 -1
Noting that the function$V,,(xz), n =0, 1,2, ....} form an orthogonal system on the interval

[—1, 1] with respect to the weight(z) = and so the polynomial systef} (z) given

— X
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by
o) =y 2o, 50 = [ L), 5at0) =\ 2a00), .00 = Lo
o\xr) = 7T0$,1l’— 71_1.1',2.%'— ﬂ_gl’,...nl'— Trnl’...,
form an orthonormal system on the interjall, 1] with respect to the weight (z) = i e
— X

In other words

5o, [0 if k#l
(S /Sk )5y 5 d{lif k=

4- The fourth-kind polynomial W,
The Chebyshev polynomi&V, (x) of the fourth kind is a polynomial im of degree:; defined
by the relation

sin(n + )0
sin %6’
The three term recurrence formula satisfied by Chebyshev polynomials is the translation of
the elementary trigonometric identity

(2.4) W (x) = when z = cos 6

sin(n + )0 + sin(n — 2 + )9 = 2cosfsin(n — 1+ ;)9

which becomes
Wy(x) =22W,_1(z) — Wyh_o(z), n=2,3,....
With
Noting that the function§W,,(z), n =0,1,2,....} form an orthogonal system on the inter-
val [—1, 1] with respect to the weighi/(z) = ,/% and so the polynomial systef),(z)
given by

{ \/>W0 . Si(x \fwl , So(x \fwg (:E):\/an(x)..},

1—2z

form an orthonormal system on the interyall, 1] with respect to the weight (x) = T2
T

In other words
1

(su(o) 5 = [ ssion) e ={ ] 17

-1

3. DISCRETIZATION OF INTEGRAL EQUATION

Applying a collocation method to the equatighl]) in order to discredit and convert this
equation to a system of linear equations. For this latter, supposing that 1 andb = 1 and
approximate the unknown functian(x) by a finite sum of the form

N

(3.1) o(z) = chSk(x),

k=0
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where S, (z) denotes the nth Chebyshev polynomial of the first, second, third or fourth kind.
After substitution of the expansid.1]) into the equatiorfl.1]) this latter becomes an approxi-
mate equation as

N z N b N
32 > S —/ Fa(a,1) > awSk(t) —/ Fa(w,) Y aSi(t) = f(x).

Choosing the Fourier’s coefficients, such that(3.2)) is satisfied on the intervél-1, 1]. For
this technical we take the equidistant collocation points as follows

2] .
(3.3) ti=-1+5. j=01..N

and define the residual as

N z N b N
@@fm@ZZm&m—/m@ﬁZ@@@-/@@@Zﬁ@m—ﬂ@

Then, by imposing conditions at collocation points
(3.5) Rn(z;) =0, j=0,1,...N,

the integral equatiof.2)) is converted to a system of linear equations.

Theorem 3.1. Suppose that for the equatidi. 1))

we have
(1) feC(a,b]), ki (z,t) € C(Dy) with D; = {(z,t) e R?; a <t <z < b}
(2) p € C([a,b]), ko(x,t) € C(Dy) with Dy = [a,b] X [a,b]
(3) My = H}%Xkl (x,t); My = H1D8;X]{72 (x,t)
(4) There exists a contamt> 0 such that
1
¢
Then the equation (1) admits a unique solutios C' ([a, b)) .

[My + Mye®®™ 9] < 1.

Proof. Application of the fixed point theory. See [§]

Theorem 3.2.Let A : X — X be compact operator and suppose that the equation

(3.6) (I—-Ap=f,

admits a unique solutiokor the projectionsP,, X — X, such that||P,A — A|| — 0, n —
0o.The approximate equation

(3.7) v, — P,Ap, = P,f,
has a unique solution for alf € X with sufficiently large:,besides
(3.8) le = eull < Mlle = Puell,

with some positive constai depending oM.
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Proof

As it is known for all sufficiently large: the inverse operatord — P, A)~! exist and are
uniformly bounded, see [L1] 5]. To verify the error bound, we apply the projection opédtator

A. LAKHAL, M. NADIR AND M. N. NADIR

to the equatior§3.6)) and get

or again
(3.10) o — PoAp =Pf + ¢ — Pp.

Subtracting(3.10|) from (3.7)) we find
Hence the estimat.8)) follows.

Example 1

4. NUMERICAL EXAMPLES

Consider the Fredholm integral equation

w@»—AQx+meﬁ—4<x—wmww

f(z),

where the functiorf(x) is chosen so that the solutigrix) is given by

Applying the second Chebyshev polynomial(x) to approximate the solutiop(z), that is

p(r) = o

to sayy  (z) solution of the system of linear equations fér= 20

Points ofx | Exact sol Approx sol| Error Error [3]

0.1000 1.0000e-003 9.9997e-04 2.7733e-08 2.2180e-04
0.2000 8.0000e-03 | 7.9999e-03 2.7743e-08 3.4990e-04
0.4000 6.4000e-02 | 6.3999e-02 3.0414e-08 1.9947e-03
0.6000 2.1600e-01 | 2.1600e-01 3.7607e-08 4.2426e-03
0.8000 5.1200e-01 | 5.1199e-01 5.1990e-08 6.4507e-03
1.0000 1.0000e+00| 9.9999e-01 7.9374e-08 6.2804e-03

Table 1. The exact and approximate solutions of example 1
in some arbitrary points, using the first Chebyshev polynoffijéat)

Example 2

consider the linear Volterra—Fredholm integral equation,

w@—ﬁ7w%wmﬁ—ﬁaw@wzﬂw

where the functiorf(x) is chosen so that the solutigrix) is given by

o(x) = ze®.
Applying the second Chebyshev polynomigl(z) to approximate the solutiop(z), that is
to sayy () solution of the system of linear equations fér= 20
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Points ofr | Exact sol | Approx sol | Error Error [3]

0.1000 1.1051e-01| 1.1051e-01| 3.4955e-09 1.1984e-03
0.2000 2.4428e-01| 2.4428e-01| 7.3223e-09 2.4176e-03
0.4000 5.9672e-01| 5.9672e-01| 1.6285e-08 5.0039e-03
0.6000 1.0932e+00 1.0932e+0Q 2.7624e-08 7.9393e-03
0.8000 1.7804e+00 1.7804e+0Q 4.2272e-08 1.1428e-02
1.0000 2.7182e+00 2.7182e+00 6.1421e-08 1.5715e-02

Table 2. The exact and approximate solutions of example 2
in some arbitrary points, using the second Chebyshev polyndmial)

Example 3

Consider the Volterra-Fredholm integral equation

o(x) — /093 cos(x — t)p(t)dt — /o sin(x — t)p(t)dt

(),

where the functioryf (z) is chosen so that the solutigrix) is given by

Applying the third Chebyshev polynomil], (x) to approximate the solutiop(z), sayy ()

o(x) =e€".

solution of the system of linear equations fér= 20

Points ofz | Exact sol | Approx sol | Error Error |2]

0.0000 1.0000e+00 1.0000e+0Q 1.0215e-08 1.0000e-04
0.2000 1.2214e+00 1.2214e+0Q 7.6344e-09 1.0000e-04
0.4000 1.4918e+00 1.4918e+0Q 3.6767e-09 1.0000e-04
0.6000 1.8221e+00 1.8221e+00 1.8910e-09 1.0000e-04
0.8000 2.2255e+00 2.2255e+00 9.3059e-09 1.0000e-04
1.0000 2.7182e+00 2.7182e+00 1.8804e-08 1.0000e-04

Table 3. The exact and approximate solutions of example 3
in some arbitrary points, using the third Chebyshev polynoijéat)

Example 4

Consider the Fredholm integral equation

90(96)—/?

(wt) p(eyit - |

1

-1

2 cosh(z + t)p(t)dt

f(),

where the functiorf (z) is chosen so that the solutigriz) is given by

p(z

coshx

)

T sinh2+ 1

Applying the fourth Chebyshev polynomi&l,, () to approximate the solutiop(x), say
vy () solution of the system of linear equations fér= 20
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Points ofz | Exact sol | Approx sol| Error

-1.0000 | 3.3350e-01 3.3350e-01 1.1299e-07
-0.6000 | 2.5621e-01 2.5621e-01 1.0667e-07
-0.2000 | 2.2046e-01 2.2046e-01 9.6093e-08
0.0000 2.1612e-01 2.1612e-01 9.3194e-08
0.4000 2.3365e-01 2.3365e-01 1.0029e-07
0.8000 2.8905e-01 2.8905e-01 1.4034e-07
1.0000 3.3350e-01 3.3350e-01 1.8618e-07

Table 4. The exact and approximate solutions of example 4
in some arbitrary points, using the fourth Chebyshev polynoifiglz)

5. CONCLUSION

In this work, we assume that the unknown the functigm) may be approximated by a finite
sum of four Chebyshev polynomials. Substituting this finite sum into the Volterra-Fredholm
integral equation in order to obtain a system of linear equations With 1 unknowns. The

comparison of examples with other methods shows its efficiency of this technical

University press, (1997).

REFERENCES
[1] K.E. ATKINSON, The Numerical Solution of Integral Equation of the Second K@ambridge

[2] H. L. DASTJERDI, F. M. GHAINI, Numerical solution of Volterra-Fredholm integral equations by
moving least square method and Chebyshev polynomialsplied Mathematical Modelling36

(2012), pp. 3283-3288.

[3] H. M. MALAIKAH, The Adomian decomposition method for solving Volterra-Fredholm integral
equation using Maplé\pplied Mathematicsl1 (2020), pp. 779-787.

[4] K. MALEKNEJAD, K. NOURI, M. YOUSFY!I, Discussion on convergence of Legendre poly-
nomial for numerical solution of integral equatiolgplied Mathematics and Computatiat93

(2007), pp. 335-339.

[5] L. KANTOROVITCH, G. AKILQOV, Functional Analysis Pergamon Press, University of Michigan

(1982).

[6] M. N. NADIR, Sur la Solution Numérique des Equations Intégrales de Volterra-Fredholm en Util-
isant les Polynbmes de Chebyshiéhaster, University of Msila (2022).

[7] M. NADIR, Solving Fredholm integral equations with application of the four Chebyshev polyno-

mials,Journal of Approximation Theory and Applied Mathematie$2014), pp. 15-20.

[8] M. NADIR, M. DILMI, Euler series solutions for linear integral equatiofi$ie Australian Journal
of Mathematical Analysis and Applicatigrist, 2 (2017), pp. 1-7.

[9] M. NADIR, B. GAGUI, Quadratic numerical treatment for singular integral equations with loga-

rithmic kernel,Int. J. Computing Science and Mathematit8, 3 (2019), pp. 1-9.

[10] L. YUCHENG, Application of the Chebyshev polynomial in solving Fredholm integral equations,
Mathematical and Computer Modelling0 (2009), pp. 465 4609.

AJMAA Vol. 19(2022), No. 2, Art. 8, 8 pp.

AJMAA


https://ajmaa.org

	1. Introduction
	2. Chebyshev polynomials
	3. Discretization of integral equation
	4. Numerical examples
	5. conclusion
	References

