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1. INTRODUCTION AND PRELIMINARIES

Let X be any arbitrary space, a point X is called a fixed point of a mappirig: X — X
if
(1.1) Tx =z,

that is, a pointc € X which remains invariant under the action of the mapgihdg.et C' be a
nonempty, closed and convex subset of a Banach sfaed’ a self map on C. We denote by
F(T) = {z : x = Tz} the fixed points ofl. We recall that a mapping : C' — C'is said to be
a contraction if for allz, y € C there exists: € [0, 1) such that

(1.2) 1Tz =Tyl < kllz =yl

For the past 70 years, researchers have paid a very good attention to finding an analytical solu-
tion to problem([(1.11), but this have been almost practically impossible. In view of this, iterative
method has been adopted in finding an approximate solutign fo (1.1). A good number of itera-
tive processes (explicit, implicit, Jungck-type and so on) have been introduced and studied by
many authors, ( seél[4] 5,6, 7,18,19,[10] and the reference there in). Iterative methods can
produce numerical solutions to certain classes of problems of nonlinear analysis, that can be
thought in terms of fixed point theory, where analytical methods may fail. Developing a faster
and more effective iterative techniques for approximating fixed points of nonlinear mappings is
still an open problem in this area of research. In the light of this, Hussain &t al. [2] introduced a
new iterative method called the D-iteration. The D-iterative method is defined as follows

o € C,
Yo =T((1 — )Ty + @, Txy,),

Tpt1 = T’Un, n>1,

(1.3)

where{«, } and{j, } are sequences [, 1] for all n € N. They established that the D-iterative
process is faster than M-iterative process in [11], M* iterative process in [12] and some other
existing iterative process in the literature. Furthermore, Hussain &t al. [3] presented the stability,
data dependency and errors estimation results for D-iteration method. More so, they establish
that the error in D-iterative process is controllable. However, the convergence, stability, and data
dependence results were obtained under some strong assumptions imposed on the sequences
{a,,} @and{,,}. For example, they established the following results.

Theorem 1.1( [2,[3]). Let C be a nonempty closed convex subset of a Banach space space
X.andT : C — C be a contraction mapping. Assurje,} to be an iterative sequence
generated by1.3), where{«, }, and{g,,} are sequences ifi, 1] are real sequences satisfying
Yo a, =00=73 > [, Thenthe sequende,} converges strongly to a unique fixed point

of T.

Remark 1.1. We claim that the assumptiop, >~ , o, = oo = > - 3, is not relevant in
achieving the above result. We shall establish our claim in the next section.

Theorem 1.2([3]). LetC be a nonempty closed convex subset of a Banach space Spacé
T : C — C be a contraction mapping. Ldt:,} be an iterative sequence generated(byg)
with sequenceéa, } and{3, } in [0, 1] satisfyingd """ (5, + ka,0,] = oo forall n € N. Then
the iterative proces§2.9)is T-stable.

Remark 1.2. We claim that the assumption " (3, +ka,,3,] = oo is not relevant in achieving
the above result. We shall establish our claim in the next section.
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Question: It is natural to ask if the D-iterative method ([L.3) can be used to approximate the
solution of a Two Point Second Order- Boundary Value Problem (TPSO-BVP)?

We recall the following results that will be relevant in the course of this study.
Definition 1.1. Let T : C' — C be a mapping. Define an iterative method by
(1.4) Tnt1 = [(T,up)

such that{x,, } converges to a fixed point of T. Suppose thafu,, } is an arbitrary sequence in
C and set

€n = |[ttns1 — f(T, un)||
for all n € N. The iterative proces§ (1.4) is said toBestable or stable with respect 1oif

lim ¢, =0

n—oo
if and only if
lim u, = z*.

n—oo

Definition 1.2. Let 7, T : C' — C be two mappings. Thef is said to be an approximate
operation of!’ if there exists: > 0 such that|7z — Tz|| < eforallz € C.

Lemma 1.3.[13] Let {«a,,} and {3,,} be nonnegative real sequence satisfying the following
inequalities

Opi1 < (1 - ’Yn)an + ﬁn
wherey,, € (0,1) forall n € N, 327 ), = oo andlimy, .o, 2 = 0, thenlim,, . ay, = 0.

The purpose of this paper is to provide an affirmative answer to the above question and
to re-establish the results obtained in the above-mentioned works of (Hussain let al., [2] and
Hussain et al.| [3]) on convergence, stability and data dependence results by removing the strong
assumptions used to obtain their results. Our approach modifies the existing results as well as
improves and extends the results obtained in/[2, 3] and in other literature.

2. MAIN RESULTS

In this section, we establish that the convergence, stability and data dependence results of the
D-iterative method (1]3) for the contraction mappings are independent of the choice of the real
sequences$a,, } and{g,}. Itis easy to see that the D-iteration can be re-written in the form

riﬁo eC,
zn = (1 — o)z + 0, Txy,
n — T n
(2.1) In =12 =
Wy, = (1 - Bn)T:Un + ﬁnTyn7
vy = Tw,,

\xn—‘rl = Tvn7 n =1,

Theorem 2.1. Let C' be a nonempty closed convex subset of a Banach space 3paared

T : C — C be a contraction mapping. Assurfie, } to be an iterative sequence generated by
(2.7), where{«,, }, and{3, } are sequences i, 1|. Then the sequende:, } converges strongly
to a unique fixed point of.
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Proof. In the proof of the above result, the authors in[2, 3] arrived at the following inequality

(2.2) |zasr = pll < KOV lzg = pll TTL = (8, + kanB,) (1 = k).

n=0

It is easy to see that— (3, + ka,8,)(1 — k) < 1, sincek € [0,1),{a,} andj,, € [0,1] for
all n € N. Thus, we have

m

[Tt - (8, + kanB,)(1 — k)] < 1,

n=0

as such we havé (2.2) becomes
(2.3) |1 = pll < B [l = pll.
Taking the limit as: — oo in (2.3), we have

Jim [l —pf =0

Sincek € (0, 1) and we know thatim k31 = 0. g

Remark 2.1. In the light of this development, we have provided an affirmative answer to Re-

mark[1.] that the conditioh,~ , a,, = 0o = >_°, 3, is not relevant in achieving the above
result.

Theorem 2.2. Let C' be a nonempty closed convex subset of a Banach space 3paaed
T : C — C be a contraction mapping. L€t:,,} be an iterative sequence generated(Byl)
with sequences$a,,} and {5, } in [0,1] for all » € N. Then the iterative proceqR.1)is 7-
stable.

Proof. Let {u, } be an arbitrary sequencedhand suppose that the sequetieg} is defined as
(24) €n = ||un+1 - anH,

whereq, = Tm,,, m,, = (1 — 8,)Tu, + 3, Tl,, 1, = Tk, andk, = (1 — (3,,)u, + 8, Tu, for
all n € N. Suppose thatim ¢, = 0. We need to show thatm,, .., u,, = p. Using (2.4),[(2.1)
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and (1.2), we obtain
[tns1 —
= ”un-i-l — Tp+1 + Tp4+1 — p”

< vngr = @l + [0 = pl]

< Jtnsr = Tl + 170 — Znga | + 2041 —

< en+[[T¢ — Tl + [|2nt1 — p

< €n + kllgn — vnll + lzna — pll

< €&+ K2 {lmn — wp | + [|lzns1 = pll

< & + k(1= B )| Tun — Tl + KB llyn — Lall + |znsr — pll

< et KL= )t — all 4 KB — 2all + mes —

< ot KL= )t — all 4 KB, — )l — ll + bt — 2] + s — ]
< €n+ K1 = By)llun — @l + K8, (1 = (1 = k)llun — @l + [|l2041 = p]

<6+ k1= B,(1 = k(1 = an(1 = K)))llun — @l + |2 = p

<+ |t — xn” + Hxn—&-l _p”
(2.5)
< én + [[un = pll + |20 — pll + |Zng1 — pII-

It is easy to see that?[1 — 3,(1 — k(1 — a,(1 — k)))] < 1, sincek € [0,1),{a.},{5,}
are in[0, 1], we getk?(1 — a,(1 — k)) < 1 and1 — 3,(1 — k(1 — a,(1 — k))) < 1, thus,
k31— 3,(1 — k(1 —a,(1 —k)))] < 1. Then, we have

(2.6) [tns1 = pll = [lun = pll < €n + [0 = pll + 2011 — pll;

using Theorern 2|1, we have that, . ||2n+1 —p|| = 0 = lim,,_. ||z, — p|| and our assump-
tion thatlim,,_.. €, = 0, we have

(2.7) Jim [llup 41 = pl| = [lun = pl]] = 0,

as such, we have
lim w, = p.

n—oo

Conversely, using the fact thatn,, .., u,, = p and [2.1), we have
€n = ||tnt1 — Tqnll

< i1 = ol + l2n1 = Tl

= l[tnsr = Tl + | Tvn — Tgn|

< tnrr = T[] + K1 = B, (1 = k(1 — (1 = k) lun —

< s = pll + 2nrr = pll + KL = B, (1 = k(1 — (L = k)]lfwn — ol
(28)  +K 1~ B,(1— k(1 — an(l = k)]l — pll-
Using our assumptiohm,, .« ||, — p|| = 0 = lim,,_.« ||un+1 — p|| and Theorerp 2|1

(lim,, oo |Zne1 — p|| = 0lim, o ||z, — p|]). We havelim,,_., €, = 0. Hence, the sequence
{z,} is T-Stable.n

Remark 2.2. In the light of this development, we have provided an affirmative answer to Re-
mark[1.2 that the conditioh_" ([, + kau,/3,] = oo is not relevant in achieving the above
result.
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Theorem 2.3.LetC be a nonempty closed convex subset of a Banach spaaedT,: C' — C

be a contraction mapping anfl be an approximate mapping @f with maximum admissible
error e. Let{x, } be an iterative sequence generated(Byl]) and define an iterative sequence
{z} as follows

(Z, = (1 — )T + Ty,

yn = T?n,
Uy = Twnv

\jn—i-l - T@m n > 17

with real sequencefn, } and{3,} are sequencesiii, 1] forall n € N. If Tp = pandTp = p

such thatim,_... 7 = p then||p — p|| < <%) €.

Proof. Using (2.1),[(2.P) and (1} 2), we have

|Znt1 — Tna ]
= || Tvn — T,
< || Tv, — T9| + | T — T,
< kllv, — 0| + €
= k|| Tw, — Tw,|| + €
< k|| Tw, — Tw,|| + k|Tw, — Tw,|| + €
< K2 ||wyp — W, || + ke + €
= k(1 = B)Txn + B, Tyn — (1 = B)TTn — 8,1, + (k +1)e
<K= B Txn =TT + k(1 = B )|ITT — TT,|| + 5,k Ty — T
+ B,k TT — Ty,|| + (k + 1)e
<K= B)len =7l + B,k ly — 7l + (R*(1 = 8,) + B,k + & + 1)e
= k31 = B ) |2 — Tnl| + B, k3| T2 — TZn|| + (K*(1 = B,) + B,k* + k + 1)e
= k(1= B)[an = Tull + Bk T2n — TZ|| + B,k TZ — Tz, || + (K*(1 - 5,,)
+ B.k* + k+ 1)e
= E*(1 = B) || — Tl + Bok* |20 — Z|| + (B,K* + K*(1 = 3,) + B, k> + k + 1)e
= k(1 = B)||l2n — Zn|| + B,k (1 — a)zn + Tz, — (1 — )T — 0 TT0 ]
+ (B,k* + E*(1 = B,) + B,k* + k+ 1)e
= k(1= B)llan — Tl + Bk (1 — an)llzn — T + Bk || Tz, — Tl
+ B,k + K (1= 8,) + B,k + k+ 1)e
(2.10)
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< KL= 8,1 = k(1 = )z = 7| + Bk anl| Tz, — TT| + B,k || TT — T, ||
+ (B,k* + k(1= B,) + B,k + k+ 1)e
<K= B,(1 = k(1 = o))z =T + B,k |2, — |
+ (B, k an + Bk + K> (1 — B,) + B,k* + k + 1)e
(2.11)
= E*[1 — B,[1 — k(1 — an(1 = E)])[|2n — Z|| + [1 + k(1 + B,k(1 + k(1 + kay)))]e.
Since{a,}, {5, } are in[0, 1] andk € [0, 1), we have the following estimate
(212) 1-8,1 - k(1 —an(1—k)] <1=K[1 = B,[1 — k(1 — an(1 — k))]] < k* <k,
14+ ko, <2
k(1 + kay) < 2k < 2
1+ k(1 + ko,
B k(1 4+ k(1 + ko)
1+ B,k(1 4 k(1 + kay,)
k(1 + B,k(1+ k(1 + kay,))

)
) <
) < (1+2k)3,k < (1+2k)

) <1+ (142k)B,k < (2+2k) =2(1 + k)

) < k(L + (14 2k)8,k) < 2k(1+ k) < 2(1 + k)

(2.13)
[+ k(1L + B, k(1 + k(1 + kay)] < (1+k(1+ (1+2k)8,k)) < 3 + 2k

Thus, using[(Z2.72)[ (2.10), becomes
(2.14) |1 — Tnaal] < kllxn —Z|| + (3 + 2k)e.

Now, by Theorenm 2]1, we obtaiim,, .. z,+1 = lim, .- z, = p and by our assumption that
limy, 00 Tpy1 = lim, o T, = . Taking the limit as» — oo of (2.14), we have

(2.15) lp—7ll < (3”’“)6.

1—k
|

Remark 2.3. Our proof technique does not require the following assumption uséd in [3]. That
IS

1) 3 < o + kB an.

(2) >oolo(an + kB,an) = co.

In addition, our estimat{3+2’“) ¢ is better than the estlma(e—) €.

3. APPLICATION

3.1. Application to a Two Point Second Order- Boundary Value Problem (TPSO-BVP).
We draw our inspiration from the work of Bello et &l. [1]. The authors considered the following
Two Point Second Order- Boundary Value Problem (TPSO-BVP).

(3.1) = f(t,z,x), 0<t<1
3.2 QOI(O) + ﬁ()'r:<0) = Y0s
82 {w(l) + B (1) =,

AJMAA Vol. 19(2022), No. 2, Art. 6, 14 pp. AIMAA
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whereq;, 3; andy, for j = 0,1 anda§ +6§ > 0. It was established in [1] that(¢) is a solution
of (3.1)-(3.2) if and only ifz(¢) is a solution of the equivalent integral equation

(3.3) o(t) = /0 G(t,5)f(s, x(s), 2 ())ds + y(t)
on [a, b] where
) B)(s—=1),0<t<s
(3.4) G(t,s) = {(t 1)), s<t<1
is the Green function associated to the TPSO-BVH (8.1)-(3.2),
(3.5) r =0,0<t<1
36 apz(0) + Box:(O) = 70>
36) {w(l) + By (1) =7,

andy(t) is the solution[(35)F(3.13).

In what follows, we introduce a new approach related to the iterative mefthdd (2.1) to solve
TPSOASBVP (3.1){3.2). In the light of (3]2), we modified iterative procéss|(2.1) as follows:

'z;; =(1- an):t;; + anf(t, T, x;),

02, (0) + B2, (0) = 7o, 12,(1) + By2,(1) =7,
y;; = f(t, Zns ’27’1)7

0¥ (0) + Boy,(0) = 79, 1yn(1) + 51y, (1) =7
Odown(()) + ﬁOwn<O) = %0 Oélwﬂ(1> + ﬁlwn(l) =M

/U;; = f(t7 wan;L),

o, (0) + By, (0) = 7o, arvn(1) + By, (1) =7,

l’;;+1 = f(t7vna U;L)a

\aoan(O) + ﬁoxnﬂ(o) = Yo alan(I) + ﬁlxnﬂ(l) =71

where{«} and{;3,} are sequences i, 1] anda;, 3,, v, are sequences R with a? + 37 > 0
for j = 0,1 andz,(t) is an initial function satisfying the boundary conditions[in [3.2).

Theorem 3.1. Supposé (¢, z(t), z'(t)) be a function whose derivative is bounded with respect
to = and that{z,} is an iterative sequence ii'*[0, 1] generated by2.1) with the sequences
an, 3, in [0, 1]. Letxo(t) be an arbitrary function inC [0, 1] that satisfies:” = 0, as well as
the boundary conditio3.2) and

of
I'= max |==|,
[0,1]xR2 ' Oz

wheren = 2I' < 1. Then,(3:1)(3-2) has a unique solution i6" [a, b] and the iterative sequence
{z,,} converges uniquely to*(¢).
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Proof. To establish tha{ (3]1)-(3.2) has a unique solutior©i0, 1] and that the iterative se-
quence{z, } converges uniquely to*(¢). It suffices to establish that

T(x(t)) :/0 G(t,5)f(s,2(s), 2 (s))ds + g(t)

is a contraction and then, apply the Banach principle. It is well-known that the absolute
maximum value of the functiorf, G(t,s)ds = 2. Now, letz(t),y(t) € C'[0,1] such that
x(t) # y(t), we have

1

[Ta(t) = Tyt) = | | G(t.s)f(s,x(s),a (s))ds + g(t) — [/0 G(t,8)f(s.y(s),y (5))ds + g(t)] ’

S/ IG(t»S)IIf(S,w(S),fU'(S))—f(s,y(S)vy'(S))lds

It is clear thatT'xz(¢) is a contraction mapping and hence by the Banach contraction mapping
principle, it has a unique fixed point (). In addition, using Theorem 2.1, the iterative sequence
{z,,} converges uniformly ta*(t). n

Example 3.1. We consider the following two point second order boundary value problem

=1 —ta(t) +1
(3.8) 2'(0) = z(0)
(1) +z(1) =3

Clearlyz” = f(t,z,2) = t3 — tz(t) + 1, we havell = —¢. Thus, we have

ox

I' = max

[0,1] xR2 ’

it follows that the derivate of” = f(t,z,2’) with respect tor is bounded and) = £ < 1. It

is easy to see that the initial conditions are satisfied if we take- ¢ + 1. Clearly, we have
2'(0) = z(0), and2’(0) + (1) = 3. Itis easy to see that all the conditions in Theofer 3.1 are
satisfied. Hence, the proble@@.8) has a unique solution*(t) = t*> € C*[0, 1].

In what follow, we compare the exact solution with the approximate solution using the itera-
tive sequenc@.7) with o, = 5 and g, = —3"— sk
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t | 2*(t) | {x,} (Algorithm (3.7)

0 0 0.00000006
0.1/ 0.01 0.01000007
0.2] 0.04 0.04000008
0.3] 0.09 0.09000010
0.4] 0.16 0.16000010
0.5( 0.25 0.25000010
0.6 | 0.36 0.36000010
0.7 ] 0.49 0.49000010
0.8| 0.64 0.64000010
0.9] 0.81 0.81000011

1 1 1.00000010

Clearly, the approximate solution is equivalent to the exact solution.

3.2. Application to a Delay Differential Equation. Let C'(a,b) denote the space of all con-
tinuous real valued functions of a closed interjvab] with the norm

|2 = ylloo = max [2(t) —y(1)].
te(a,b]

It is well-known that(Cla, b], || - ||~ ) is @ Banach space. In what follows, we apply our result to
the following delay differential equation

(3.9 2'(t) = f(t,z(t), z(t —9)), t € [to, t1],
with initial condition
(3.10) x(t) = ¢(t) t € [to — 0, to).

We suppose that the following conditions hold:

(1) to,t1 € R andj > 0;
(2) f € C([to, t1] x R* R) such that

(3.11) |f(t 21, 22) = f(Ey1,v2)| < (o — | + |22 — w2l),

for all T1,T2,Y1,Y2 € R andt € [to,tl] and2’y(t1 — to) < 1,
(3) ¢ € C([to — 9, t1], R).

It is well-known that problemg (3.9) and (3]10) can be formulated as follows;

~elt),t € [t — 8, t]
(312) x(t) _ {¢<t0) + jZ) f(ij<5),gj(5 — (S))ds,t S [to,tl}-

Theorem 3.2. Suppose that the assumptioiis — (3) holds. Then the iterative procegz.1)
converges strongly to the solution of probl€Bm@)-(3-10)if >~ | («v, + 53,,) = .

Proof. Let {z, } be an iterative sequende (.1) for an operdtaiefined by

) o(t),t € [to — 4, L]

(3.13) Tx(t) = {cb(to) + [o f(s,x(s),2(s — 6))ds, t € [to, t1].
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Let z* be the fixed point of. We need to show that, — z* asn — oo. To see this, observe
that

Hzn _x*Hoo
= (1 —ap)x, + 0y Txy, — 2|0
<(1- an)Hxn - I*Hoo + O‘nHTxn - Tx*”oo

= (1 —ap)|lzn — 2o + @y max [T, (t) — Tz"(t)]
tefto—0,t1]

=(1- O‘n)Hxn - x*Hoo

wm+[f@%@m$—mw—wm+/f@ﬂ@w%—mw>

+ o, max
tE[to—(S,tl]

< (1 —ap)||lzn — 2|0 + @, max / |f(s,2n(8), xn(s —0))ds — f(s,2"(s),z"(s — §))|ds

tE to 5t1
< (1= ap)llrn — 2%

—i—oan’y/t( max |z,(s) —x*(s)|+ max |x,(s—09)—2"(s—0))|)ds

o te[to—0,t1] te[to—0,t1]

¢
<(1- O‘n)Hxn - x*Hoo + Oén’Y/ (”xn - x*Hoo + ||xn - I*HOO)dS

to

t
= (1= an)fen = 2" o + 200 — 0 [

to

= (1 - O‘n)Hxn - 17*“00 + 20%7”3% - x*Hoo(t - tO)dS
< (1= (1 =29(t — o)) lzn — 2% o-

Also,

yn_$ 0o — Zn — T ||loo
| oo = T2 — Ta||

mm+[f@%@%@—mw—wm+[f@f@w%—mw>

= max
te[to—0,t1]

< max |f (s, 20(8), 2n(s — 8))ds — f(s,2"(s),x"(s — 0))|ds

<o [ feals) — 0" (6) 4 _max, [eas = )~ a”(s — 8)) s

to tE€[to—dt1] teto—o,t1)

t
<3 [l = 2"l + 120 = 2 )

to

t
= 29|z, — :L‘*HOO/ ds
to

= 29[[2n — 2|00 (t — to)ds
< lzn — 2|00
< (1= (1 =29(t = to)lzn — 7] o-

AJMAA Vol. 19(2022), No. 2, Art. 6, 14 pp. AIMAA


https://ajmaa.org

12 F. AKUTSAH, A. A. MEBAWONDU, P. RLLAY, O. BABASOLA AND O. K. NARAIN

In addition, we have

00 = ”(1 = B)Txn + 8, Tyn — x*”oo
< (=B I)Tzn —To" oo + an||Tyn — T2" ||

olto) + / F(5,20(5), 205 — 8))ds — ((to)

[

=(1- a
(1-5,) jenax |

+ /1; f(s,z*(s),z*(s — §))ds)

+ (3, max
te[to—0,t1]

+/t f(s,2%(s),x"(s — 0))ds)

o(to) + / F(529u(5). (s — 6))ds — (&(t0)

<(1- 511)7/ ( max |z,(s) —x"(s)|+ max } [T, (s —8) —x* (s —9))|)ds

to tG[t0—5,t1] tE[to—é,tl

B / (max |yn(s) = 2°(s)| + max [ga(s — 6) — 27(s — 6))|)ds

0 te[to—0,t1] te[to—0,t1]
t

t
<(1- B8 / (120 — 2llo0 + 10 — 2*[loc)ds + By / (g — 2 lloo + llyn — 2 [loc)ds

to to

t t
= 21— B ) — 2l / ds + 21|yn — 21 / ds

to to
=2(1 = B )7|7n — 27 [loo(t — t0) + 28, 7[[Yn — 2" [loo (t — to)
< (1= Bpon(l = 29(t — 1)) [0 — 27 o
Furthermore, using similar approach as the above, we obtain
[vn = 2" [loo = [[Twy — T7" || oo
< 29(t —to)[[wn — 7|
< lwn — 2|0
< (1= Bpom(l = 29(t — 1)) [[#n — 77 -
Finally, using similar approach, we obtain
[Znt1 = 27 ||oo = [ TVn — T2 ||
< 29(t —to)l[vn — 27|
< lvn — 2%
< (1= Bpan(l = 29(t = to)))lzn — 27| o
Having
|21 — 2" [loo < (1= Buan(l = 29(t — t0))) 2 — 27l|oo,
we suppose that, = 3, o, (1 — 27(t — to)) < 1, thus,(, € [0,1] such thad "> | a3, = 0o
andl’,, = ||z, — 7*||. Hence, we have
Lo < (1= ¢

It is easy to see that the conditions in Lenjmg 1.3 are satisfied. Hence, applying ferima 1.3, we
have thatim,, . ||z, — 2*||cc = 0. &
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Example 3.2. Consider the following first order delay differential equation

1

(3.14) (1) = o

(x(t) —2(t 1)) t € [0,4],

with initial condition

(3.15) z(t) =¢(t) =c' t € [-1—6,0].

It is easy to see that the conditiofis) — (3) above are satisfied. We have

(l) tg = O,tl =4andd = 1,
(2) f:1]0,4] x R — R is continuous and

fta(t), z(t = 9)) = %(l’(t) —x(t—=1)), t €0,4]

and for anyzy, x2, y1,y2 € R, t € [0, 4], we have

1
|f(t, 21, 22) — f(t,y1,92)| = E“wl — 1| + |22 — 3]
Itis clear thaty = -, thus, we havey(t; — ) =2 x £ x4 =1 <1.

The problemg3.14)and (3.15) can be reformulated as the following integral equa-
tion

Gt,t S [to — (5, to]
Bto) + & [ (x(s) — x(s — 1))ds, t € [0,4].

Thus, the exact solution of the proble(@sl4)and (3.158)is

el t € [to — 0, to)
3.17 t) =
317) o0 {1+%[6t—1—et1+€1]at€[074]'

(3.16) x(t) = {

4. CONCLUSION

In this article, using the D-iterative method we re-establish the convergence, stability and
data dependence results obtained by the authorslin [2, 3]. We use this approach to solve a two-
point second-order boundary value problem and for the solution of a delay differential equations
which was presented in our numerical examples. Our result shows our approximate solution is
equivalent to the exact solution with a fewer time step which proves that D-iterative process has
a better approximation rate than existing iteration processes.
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