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ABSTRACT. In this paper, for the first time, we introduce the deferred matrix means which con-
tain the well-known generalized deferred Norlund, deferred Norlund, deferred Riesz, deferred
Cesaro means introduced earlier by others, and a new class of sequences (predominantly a wider
class than the class of Head Bounded Variation Sequences). In addition, using the deferred ma-
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of such function via its modulus of continuity and a positive mediate function.
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2 XH. Z. KRASNIQI

1. INTRODUCTION AND MOTIVATION

The degree of approximation @fr-periodic and continuous functions, using various means
of partial sums of its Fourier series, has been studied by Sahney and Goél in [21], by Holland and
Sahney in[[6], and by second author of this papelrinl[2]-[4]. In 2004, Leindler [15] replaced the
monotonicity conditions in results of Chandra presentedlin [4]. In his paper, Leindler summed
up all results in one theorem, but their proofs were given separately. Namely, he generalized
Chandra’s results using a broader class of matriags). These results are extended further
in [7], they are generalized in][8], and are treated in [23] as well, where some assumptions are
removed, but the obtained results have a weaker degree of approximation. Very recently, see
[9] and [10], we have studied the same topic, proving similar but different results, using the so-
called the generalized deferred Voronoi-Nérlund means of partial sums of their Fourier series
(see alsol[12],113]). Also, we have to mention the results of Németh [20] who, in the sense a
slightly wider class of functions, complementing Chandra and Leindler’s resulisfor < 1.
In fact, he considered the limit missing case= 0 using a specific modulus of continuity.
Once more, was Leindler [17] who showed, as an example, that integral-type conditions can be
replaced by sequence-type assumptions to Chandra’s theorems and its generalizations.

We will not write all results obtained by others, however for our purpose we are going to
write only those that are connected directly to those lately presented in this research paper.

Let f(z) be a27- periodic continuous function. Let,(f) := s, (f; x) denote the:-th partial
sum of its Fourier series

% + Z(ak cos kx + by, sin kx)

[oe)
k=1
atz, i.e.

sn(f;2) = % + Z(ak cos kx + by sin kx),
k=1

and letw(d) = w(d, f) denote the modulus of continuity ¢t
Let A := (a,x) (k,n = 0,1,...) be a lower triangular infinite matrix of real numbers and
let the A-transform of{s,,(f; z)} be given by

Toa(f;x):= Zan,ksk(f;x) (n=0,1,...).
k=0

The deviation

[Toa(f) = fll = sup |Tha(fiz) — f(2)]

0<z<2mw

was estimated in [3] and[4] for monotonic sequentes; }_, in next four theorems (we will
not recall all results mentioned at the beginning of this section).

Theorem 1.1.Let{a, } satisfy the following conditions:

(1.1) ane >0 and ) ank=1,
k=0

(1.2) ang < app+1 (k=0,1,....,n—1;n=0,1,...).
Supposev(t) is such that

(1.3) /W t2w(t)dt = O (H(u)) (u— +0),
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whereH (u) > 0 and

(1.4) / H(u)du = O (tH()) (£ — +0).
Then

1 T,a(f) = Il = O (annH (ann)) -
Theorem 1.2.Let (1.1), [1.2) and (1]3) hold. Then

I Tn.a(f) = fll = O(w(x/n)) + O (annH(m/n)).
If, in addition,w(t) satisfies[(1.]4) then

[T0.a(f) = Fll = O(annH(w/n)).
Theorem 1.3. Let us assume thdt (1.1) and
(1.5) Qng > 1 (K=0,1,....n—1; n=0,1,...)
hold. Then

HTn,A(f>—fH=O< (/) +Zk L /E) Z)

Theorem 1.4.Let (1.1), [1.8),[(1}4) and (1.5) hold. Then
||Tn,A(f) - f“ =0 (an,OH(an,O)) :

To reveal our intention, we need firstly to write some notations, notions and conditions, to be
used later on this paper.
Letc = {¢,} andb = {b,} be sequences of non-negative integers with conditions

Cn <b,, n=12,...

and
lim b,, = +00.
We considerd, := (as, ) to be a lower triangular infinite matrix of real numbers such that
bn
(16) b, k >0 and Z b, k= 1,
k=cn+1

and theAy-transform of{s.(f; x)} given by

b
TT(;AO fa . Z abnkskfa

k=cn+1

The transformation (meaf); (f x) will be calleddeferred matrixransformation (mean)
and the reason of this label WI|| be clarified in the sequel. For this, taking

Pnck o if e, +1 <k <b,
abn k= PO
0 elsewhere
where Pl —en =1 .= S im el p, £ 0, in Tgf%(f; ), we obtain the deferred No6rlund transfor-
mation

1
DNrCL’b(fﬁU) an—cn—l Z Po—kSk(f3 )
k=cn+1

(seell®]).
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Also, taking

cn+1

i e, +1<k<b,
ap,, k. =
0 elsewhere

wherePr, | = ng:Cn 4+1Pm # 0,100 quf%( f;x), we obtain the deferred Riesz transformation
(seell®])

b
1 n
DR (fix) = —— Y mesr(fi ).
Pcn+1 k=cn+1

Another deferred transformation has been introduced recently, which indeed serves as an
example (particular case) of deferred matrix meﬁ?ﬁgo(f;:c). Namely, the convolution of
two sequences$p,, } and{q¢, } of non-negative real numbers is defined by

bn
Ryt = Z Pro,—k 7 0.

k=cn+1
Whence, taking

,bip,
R&YiPa

Ponzklh jf ¢ +1<k<b,
Qp,, k. =
0 elsewhere

in Ti:ﬁlo(f; x), we obtain the generalized deferred Norlund transformation

1
b.
Rf{ D4

bn
> prsasi(f;z)

k=cn+1

DR(f:) =

see([22].
Furthermore, taking

—— ife, +1<k<b,
abn,k f— n n
0 elsewhere

in T,fjjo( f;z), we obtain the deferred Cesaro transformation

bn
DO (fir) = = > i)

n n k=cn+1

(see[1], page 414), which obviously justifies the latbeferred matrix meanfor T,f:l;,o( fix)
which clearly its introduce is motivated based on all above examples.

Next two classes of numerical sequences are introducédlin [14].

A sequencev := {w,} of non-negative numbers tending to zero is calletRest Bounded
Variation, or brieflyw € RBV S, if it has the property

D Jwn = wg| < K(w)wy,

for all natural numbers:, whereK (w) is a positive constant depending only en

A sequencev := {w, } of non-negative numbers will be called ldead Bounded Variatign
or brieflyw € HBV S, if it has the property

m—1

> wn = wop| < K(W)wp,

n=0
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for all natural numbersn, or only for allm < N if the sequencev has only finite nonzero
terms, and the last nonzero termuig.

Now we recall the following class of sequences (seé [15]).

A sequenceav := {w} of non-negative numbers tending to zero belongBB)VSi‘s class,
if it has the property

o m

K(w
§ wy, — wia| < ﬁ E n"*lw,
k=m n=1

for all natural numbersn, wherer € NU {0}, 0 < 6 < 1 andK(w) is a positive constant
depending only on sequenee
TheRBVSQ‘S class has been introduced by Leindler [16], who showed that it is a wider class

than theR{ BV'S class. In fact, i) < § < 1 andw € Rf BV S, thenw € RBV'S";’ also holds
true. Indeed,

m
w,, < mow,, < K(w)m_’“_l_‘s E n"w,,.
n=1

Subsequently, the embedding relations

(1.7) R{BVS C RBVS?’
and
(1.8) HBVS c HBVS?®

hold true (see the cIas‘iBVSié in sequel).

Moreover, we introduce another class of numerical sequences (motivated from the definition
of HBV'S class). A sequence := {w,} of non-negative numbers belongs}thVSf;‘;, if it
has the property

m—1 m

K(w
g |wy, — Wy | < # E n
n=0 n=1

for all natural numbersn, or only for allm < N if the sequencev has only finite nonzero
terms, and the last nonzero termig, wherer € NU {0},0 < 0 < 1.

It is clear that conditior) < K(w) < K < oo needs to be assumed, whéfteis a positive
constant. Conditions to be assumed on the entgjegs of the matrixA, are that for alb,, and
1<m <y,

oo K m
1
(1.9) > bk = @b, k41| < P > iMa,,
k=m 7j=1
and
m—1 m
K r4-1
(1.10) S U ewers v > i,

k=1 j=1

hold, wherer e NU {0},0 <6 < 1.
The objective of this paper is to prove the analogues of Thedrems[1.] — 1.4, using deferred
matrix meanﬂjf:ljlo(f; x) = ZZn:an ap, k56 (f; x) instead ofl, 4(f;2) ="y anpsi(f;2),

and applying condition$ (1.9) and (1]10) instead of|(1.5) (1.2), respectively. To do this, we
need some helpful lemmas given in next section.
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2. AUXILIARY LEMMAS
Lemma 2.1([4]). If (1.3) and [1.#) hold then

/OU tw(t)dt = O (vH(v)) (v — +0).
Lemma 2.2([10]). If (L.3) and [(1.4) hold then
/ T )t = O (b2H (/b)) -
0

Lemma 2.3.Letr € NU{0},0 < ¢ < 1. If {a, 1} satisfies[(1]9), then uniformly ine (0, 7],

2.1)
bp—cn—1 3 1 ¢
= Z by en+1+k sin (Cn +k+ 5) t| = Acmbn;ﬂ + O (W er-l—labn,j) )
k=0 Jj=1

wherel = [T] and A., .0 := >0 Tbnent1 4k
If {ap, & }satlsfles-O) then

b
1 ~ ., b,y by,
(2.2) |ng,0(t)| =0 (tbr+1+6 ZJ Habn,j + ; ) .

Proof. Let us denote

bp—cn—1
mn n . 3
ch): s(t) = Z @b, cr+1+k SITL (cn +k+ 5) t.

k=s

[Ker o(t)

The above quantity (using summation by parts) can be transformed as

bn—cn—2
n n 3
(2.3Ke: (1) = Z Aap, c,+1+k Z sin (Cn +J+ 2)

s—1 bn—cn—1
. .3 '— . .3
—Ap,, cn+1+s Z Sin (Cn + ] + 5) t+ Qy,, b, Z Sin (Cn + ] + 5) t

j=1 j=1

bp—cn—2
1 n n
= [ - Z Aay, ¢, +1+k (cos(c, + 2)t — cos(c, + k + 2)t)

2sin
k=s

—Qp, e, +14s (COS(Cp + 2)t — cos(c, + 5+ 1)t)

+ap,, b, (cos(e, + 2)t — cos(b, + 1)t)

and since,, , > 0, supposing tha, > ¢, we have

¢
’ng,o(m < Z b,y co+1+k + ‘ng,e(t)’

k=0
. bp—cn—2
k={

Because o, > ¢ and{a,, ,} satisfies|(1]9), we obtain
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(2.5) Qors b Z |Aay, x| < Z |Bas, ] < €r+1+6 erﬂab"’ﬂ’
k=by,
K
(2.6) Ay en+14+0 < Z |Aay, k| < Z |Aay, k| < Jrries Z]T—Habm]a
k=cn+1+¢ k=¢
and
bp—cn—2 o)
k=( k=(
¢
K .
(2.7) < Kap,e,+140 < Jriite Z]r+1abn,j-
j=1

Now, using [2.4),[(2]5)[ (2]6), an0 (2.7), we get
| ZZ, )| = Zabmcn+1+k +0O <£r+1+5 er+1abw> ,

which proves|[(2]1).
Sinces = 0, sin 8 > 2 for 8 € (0,7/2], and{as, .} satisfies|(1.10), we have

B bp—cn—2
bn d
Ker o] < 7 | @onentl + Z |Aay, c1+k| + abn,bn]
L k=0
T B bn—1
< 7 R Z |Aay, k| + av, b,
L k:Cn+1
r K &
+1
(2.8) S ? abyL,C7L+1 + br+1+5 Z]T abna] + ab’!hb ] :
L Jj=1
Note that condition| (1.30) fadr, > ¢, + 1, guarantees the inequality
bn—1 K
1
i 3 ] € 3,
k=cn+1 7=1
or
b,
+1
abnzcn+1 - W Z‘]T ab"“] + abnybn’
7j=1

and along with[(2]8) imply

b
mEK+1) [ 1 &,
[Ker o(t)] < : <bf+1+5 Z] ay, ; + abn,bn) ;

which proves|(2]2).
The proof is completech
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3. MAIN RESULTS
At first, we prove the following.

Theorem 3.1.Letr € NU {0}, 0 < 6 < 1 and let{a, ;} satisfy conditiong (1]6) anl (1.]10). If

t) satisfies[(1]3) and (1.4), then
b
. 1 n .
||Tnf40(f) - fI=0 (m Z] ay,, jH (ab, p,) + av, b, H(a,, m)) :

Jj=1
Proof. We will use the equality

b sin(k+3)t 1 [T () .
Do) / valt ok sin © at = T Jo 2sin rKaLo(t)dt,
k= cn+1 2 2
wherey, (t) = f(x +t) + f(z —t) — 2f(x) and
bp—cn—1 3
ng,()(t) = % Qp,, crn+1+k sin <Cn + k + 5) t.
Since|y,(t)| < 2w(t), then we can write
(3.1)
70 = A< 2 [T oar
n,4o — 7/ sm on,0

1 Qb by, 1 s
:—/ u’()|]1<bn (t)|dt+;/ “U0) g (0)|dt = Ry + Ro.
0 a

™ Sln by sin £ 5

It is obvious that conditioq_(_ﬂG) provides the estimate

bn—cn—1

|ng,0(t)| < Z A, cn+1+k = L.
k=0
Whence, usingin § > £, ¢ € [0, 7], and Lemma 2]1, we get
e )
(32) R1 = O(l) ——=dt =0 (abman(abmbn)) .
0

Now, using condition[ (1.J0) anfl (2.2) of Lemimal2.3, we also have

b
1 ~ ., @onsbn (¢t
Ry =0 (br+1+6 Z] ay, ;4 abn:bn> / ( )dt

(3.3) o
=0 (br+1+5 > i ay, i H ap,p,) + av, b, H(a,, bn)) :

7=1

Finally, inserting[(3.R) and (3.3) intp (3.1), we obtain the required estimate.
The proof is completecy

Remark 3.1. Because of1.8), we conclude that Theorgm 8.1 also holds trugqif, . } satisfies
m—1
|y, 1 — ap, ky1] < Kap, m
k=1

instead of conditior{ (1.70).
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Let us suppose thé&t is a subset oN and considefG as the range of a strictly increasing
sequence of positive integers, say= {\(n)}{°. The following transformation one can find in
[18] and [19]:

A(n)

T?L,Ao(f;x) = Zak(n),ksk(f;x)a (n=0,1,...),

k=0
whereA(0) := 0, axm)x > 0,k =0,1,...,A(n), and we agree,,), to be0.
Thus, forb, = A(n) andc,, = 0 in Theorenf 31, we have:

Corollary 3.2. Letr € NU{0},0 < § < 1 and let{a,,)} satisfy conditions (1]6) anfl (1]10).
If w(t) satisfies[(1.3) and (1.4), then

A(n)
||72,A0(f) - fH =0 /\ T+1+5 Z]H n)j aA(n),A(n)) + Q)2 (n)H(aA(n) )\(n))

Moreover, specifying the transformatid?j"; (f;z) to be deferred Riesz transformation

Z Pesk(f;x)

Cn""l k=cn+1

Rcb(f il')

we have:

Corollary 3.3. Letr e NU{0},0 < § < 1 and let{p;} be a non-negative sequence satisfying

condition [1.10). Ifu(¢) satisfies[(1.3) and (I.4), then

. 1 , 1 Dby,
HDanb(f) - f“ =0 ((bT.JrlJr(; Z] +lp] +pbn> Pb H (an >) ’
j=1 cnt1 cnt1

Furthermore, if we choose the deferred Cesaro transformation

DCEN(fia) = — > silfix)

instead of the transformatidhf’g (f;z), we get:

Corollary 3.4. Letr e NU {0} and0 < ¢ < 1. If w(t) satisfies[(1]3) and (1].4), then

1 bn 1 1
c,b . _ r4-1

Theorem 3.5.Letr € NU {0}, 0 < 6 < 1, {ay, x} satisfy [1.6) and (1.10), and(t) satisfies
(L.3). Then

bn
c,b o m 1 . ™ T
HTon(f) - fl=0 <W (E)) + 0O (W jE_l J +1abn,jH <E) + ap,, b, H (E)) .

If, in addition,w(t) satisfies[(1.]4) then

b
c 1 Zn o T T

7=1
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Proof. First of all, we can write

Ik - < 3 [" S e

SlIl

_l/”" w(>]K”” (t)|dt+%/ﬁ ) e (1)]dt = Ty + I

T Sln o Sln
bn 2

(3.4)

Using [1.6) andsin (¢, + k + 2) t| < (c, + k + 2) t, we find that

(3.5) Ji = O(cn + by) /0 w(t)dt = O (w (%)) .

Moreover, [(1.1ID) and Lemnja 2[3 (2.2), imply
b sl
1 - 1 bn W(t)
J2=0 (br+—1+6 Z] Tay,;+ abn,bn> /0 t_2dt

b
1 ~ ., T T
=0 (br+1+§ Z] Ty, ;H (b_) + ap, 5, H (b_>> :

Consequently, inserting (3.5) arjd (3.6) irfto {3.4), we obtain the first conclusion of our theo-
rem.
Now, we are going to prove second conclusion of our theorem. We use LEmma 2.2 in

(3.6)

i

Ji = O(c +by) / " w(t)dt
0

to find that
ﬁ ™ ™
0 n n
Despite this, conditiorj (1.10), fdr > ¢, + 1, implies
bn
K
abn k - b7"+1+5 ZJTJF ap,, J + ab’n %)

7=1

and thus

b b
n K n
2 : § -r+1
a’bn,k‘ S (bn - CTL) <b7“+1+6 .] ab’rnj + abnvbn
n F—
j=1

k=cn+1
bn
1 K e
:> b_ S br+1+6 j a’bn j + abn bn
7j=1

So, J; (from (3.7)) can be majored as follows

b
1 ~ ., T
(38) Jl =0 <<—b7”+1+6 E 7 +1abmj + abmbn> H (b—)> .

Finally, (3.8), (3.6) and (3]4) imply the second conclusion of our theorem.
The proof is completech
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Then

Theorem 3.6.Letr € NU {0}, 0 < 0 < 1 and let{a, .} satisfy conditions (1|6) andl (1.9)

bn—1 m
c,b — 7T r+6 -7 1 d
Hnmuwww—00{5)+ggﬁmmmﬂ+m+§y+ww)5wbﬁ)

7j=1
Proof. We already have proved (Theorém|3.5, relatjon|(3.5)) that
(3.9)

r=o (i)
We use Lemmp 2] 3 with (J.1) to obtain
(3.10)

1 T
b:—/ ) e (1)t
T bT; Sln

2

¢
T ™ w(t) -
¢ (/w t 1w(t)ACn7bn;zdt> 9 (/7, LYr+1+o Z] +1abmjdt>
B o =1
bu=1 . bzl nm
=0 ( /ﬁ tlw(t)Acn,bn;édt> +0 (Z /,r tgr+1+6 ZJTH ”Jdt>
m=1" miT m=1" m¥1
bl 4 . el 7r mo
B r4-1
= O (Z EQ} (E) Acn,bn;m-i-l) + O (Z Ew (E) Zj a’bn’j /ﬂ_ €T+1+5dt)
m=1 m=1 j=1 m+1
bn—1
e 1
=0 ( —w (1
m m

bp—1 m
r+d—1 Q cr4-1
)t ) +0 (St () 3057, )
m=1 7=1
1 T r+4 - 41
- (2:1 mY <E> (Acn,bn;mﬂ +m" Z;J * %J)) :
m= ji=

Consequently[ (3]4) with (3.9) and (3]10) imply the conclusion of our theorem
The proof is completeca
Theorem 3.7.Letr € NU {0}, 0 < ¢ < 1 and let{a,} satisfy conditions (1]6) andl (1.9). If
w(t) satisfies conditions (1.3) and (1.4), then

IT% (F) = fIl = O (ay, o, H(ap, 1)) -
Proof. First of all, relation|(3.]L) can be written as follows
(3.11)

1= () - fl < - A w(f)

K t)|dt
o IKE0)

=%/O :ﬁl)lK (t)|dt+l/7r w(t)

t
ap, 1 S5

, 2
Similar to relation|(3.R) we can write (using Lemmnal2.1)

(3.12) R = 0(1) / @dt — O (ay, H(ay, 1))

AJMAA Vol. 19(2022), No. 1, Art. 3, 14 pp
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The following we have already obtained (at relatipn|(2.8)dpe= 0)

(o ¢]
a0+ Y [ Aay, k] + ay,p,
k=1

bn—1
T T
(3.13) [Kgy(t) < 7 |1t > Aay, il + abn,bn] <5

k=1

Since{a, } satisfies conditior] (1]9), than we get

o0
> 1Aap, il < Kap, i,
k=1

oo [e.e]
b, b, < Z |Aay, 1| < Z |Aay, 1| < Kay, 1,

k=by k=1

and, thus|(3.1]3) takes its form

Qa
(3.14) K2 o1)] = [Kp(t)] = O (%22

Whence,[(3.14) andl (1.3) enable us to obtain

Gonb1 (¢
(3.15) Ry =0 (abn,bl)/ %dt = O (ap,, b, H(ap, p,)) -

0

Subsequently] (3.12], (3.]15) and (3.11) imply the requested conclusion.
The proof is completeca

Remark 3.2. Because 0f]1.7)), we conclude that Theorgm 8.7 also holds tru¢qif,,} satisfies

o0
E b, & — b, k1| < Kap, m
k=m

instead of conditior| (1]9).
Similarly, for b, = A(n) anda,, = 0, Theorenj 3J7 implies the following:

Corollary 3.8. Letr € NU {0}, 0 < d < 1 and let{a,):} satisfy conditiong (1]6) anfl (1.9).
If w(t) satisfies condition$ (1].3) and (1.4), then

17340 (F) = fll = O (axmyon H(ar@my ) -

Also, if we chooséﬂfﬁlo(f; x) to be the deferred Norlund transformation

b
1 n
DN(fi2) = —p—oms D Pr-ssi(fic),
0

k=cp+1

then we get:

Corollary 3.9. Letr € NU {0}, 0 < 6 < 1 and let{p,} satisfies condition andl (1.9). df(¢)
satisfies condition$ (1].3) and (1.4), then

||DN5’b(f)—f||=O( Doty H< Pt ))

bp—cn—1 bp—cn—1
PO PO
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4. CONCLUSION

In this paper we have introduced the deferred matrix means which contain the deferred Nor-

lund and the deferred Riesz appearing recently in mathematical research and the deferred Cesaro
means introduced about ninety years ago. Using these new means of Fourier series of a contin-
uous function and a new class of sequences, we have determined the degree of approximation

of such function via its modulus of continuity and a positive mediate function.
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