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#### Abstract

Various norms can be defined on a Krein space by choosing different underlying fundamental decompositions. Some estimates of norms on Krein spaces are discussed and a few results in Bognar's paper are generalized.
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## 1. INTRODUCTION

Let $\mathcal{K}$ be a complex vector space with a Hermitian sesquilinear form defined on it. Then we call ( $\mathcal{K},[.,]$.$) an inner product space. An element x \in \mathcal{K}$ is called neutral, positive, or negative if $[x, x]=0,[x, x]>0$, or $[x, x]<0$ respectively. If $\mathcal{K}$ contains positive as well as negative elements, then it is called an indefinite inner product space, otherwise it is called a semi-definite inner product space. We refer [3, 4] for basics on indefinite inner product spaces. The concept of indefinite inner product was first found in a paper on quantum field theory by Dirac in 1942 [6]. Pontrjagin gave the mathematical interpretation of indefinite inner product. Bognar [2], Hansen [7], Langer [1] et al. have investigated the notion of norm in indefinite inner product spaces.

An indefinite inner product space $(\mathcal{K},[.,]$.$) is decomposable if it can be written as an orthog-$ onal direct sum of a neutral subspace $\mathcal{K}^{0}$, a positive definite subspace $\mathcal{K}^{+}$and a negative definite subspace $\mathcal{K}^{-}$:

$$
\begin{equation*}
\mathcal{K}=\mathcal{K}^{0}[\dot{+}] \mathcal{K}^{+}[\dot{+}] \mathcal{K}^{-} . \tag{1.1}
\end{equation*}
$$

Then (1.1) is known as a fundamental decomposition of $\mathcal{K}$.
An indefinite inner product space ( $\mathcal{K},[.,]$,$) is a Krein space if it can be written as an orthog-$ onal direct sum of a positive definite subspace $\mathcal{K}^{+}$and a negative definite subspace $\mathcal{K}^{-}$such that $\left(\mathcal{K}^{+},[.,].\right)$and $\left(\mathcal{K}^{-},-[.,].\right)$are Hilbert spaces. Let a fundamental decomposition of a Krein space $\mathcal{K}$ be given by

$$
\begin{equation*}
\mathcal{K}=\mathcal{K}^{+}[\dot{+}] \mathcal{K}^{-} \tag{1.2}
\end{equation*}
$$

and $P^{ \pm}$be the orthogonal projections onto $\mathcal{K}^{ \pm}$. The linear map

$$
J=P^{+}-P^{-},
$$

is called the fundamental symmetry corresponding to $(1.2)$. Then

$$
(x, y)_{J}=[J x, y]
$$

is a positive definite inner product on $\mathcal{K}$, called $J$-inner product corresponding to the fundamental decomposition (1.2). We can write

$$
\begin{equation*}
(x, x)_{J}=[J x, x]=\left[\left(2 P^{+}-I\right) x, x\right]=2\left[P^{+} x, P^{+} x\right]-[x, x] . \tag{1.3}
\end{equation*}
$$

The corresponding norm (called $J$-norm) is denoted by

$$
\|x\|_{J}=(x, x)_{J}^{\frac{1}{2}}=[J x, x]^{\frac{1}{2}}
$$

Different fundamental decompositions induce different $J$-norms. Hence various norms can be defined on a Krein space by choosing different underlying fundamental decompositions.

A different fundamental decomposition of $\mathcal{K}$ say, $\mathcal{K}=\mathcal{K}_{1}^{+^{\prime}}[\dot{+}] \mathcal{K}_{2}^{-^{\prime}}$ makes the norm of an element $x$ larger than $|[x, x]|$. Roughly speaking, if the spaces $\mathcal{K}_{1}^{+{ }^{\prime}}$ and $\mathcal{K}_{2}^{+^{\prime}}$ "come closer" to a neutral set $\mathcal{K}^{0}$, these norms in general be unbounded. It is interesting to observe that how the norm of a single element actually depends upon the choice of fundamental decomposition [1]. We end the section with some examples. In the second section, some preliminary results are given which will be used in the sequel. The third section contains our main results concerning estimates of norms on Krein spaces.

Example 1.1. [8] Minkowski space $M^{n+1}$ is defined as the set of $(n+1)$-dimensional column vectors $x=\left(x_{1}, x_{2}, \ldots, x_{n}, t_{1}\right)^{t}$ ( indicates the transpose of a matrix) with complex entries and the indefinite inner product is defined by

$$
[x, y]=x_{1} \overline{y_{1}}+x_{2} \overline{y_{2}}+\cdots+x_{n} \overline{y_{n}}-t_{1} \overline{t_{2}}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n}, t_{1}\right)^{t}, y=\left(y_{1}, y_{2}, \ldots, y_{n}, t_{2}\right)^{t} \in M^{n+1}$. Then $M^{n+1}$ is a Krein space. A fundamental symmetry for the space is given by the matrix

$$
\left(\begin{array}{cc}
I_{n} & 0 \\
0 & -1
\end{array}\right),
$$

where $I_{n}$ denotes the identity matrix of order $n$.
Example 1.2. Consider $\mathcal{K}=\ell_{2}$, the linear space of square-summable sequences, with

$$
[x, y]=\sum_{i=1}^{\infty}(-1)^{i} x_{i} \overline{y_{i}} \quad \text { for } x=\left(x_{i}\right)_{i=1}^{\infty}, y=\left(y_{i}\right)_{i=1}^{\infty} \in \mathcal{K} .
$$

Let $\mathcal{K}^{+}=\left\{\left(x_{i}\right)_{i=1}^{\infty}: x_{i}=0\right.$ if $i$ is odd $\}$ and $\mathcal{K}^{-}=\left\{\left(x_{i}\right)_{i=1}^{\infty}: x_{i}=0\right.$ if $i$ is even $\}$. Then $\mathcal{K}=\mathcal{K}^{+}[\dot{+}] \mathcal{K}^{-}$, where $\mathcal{K}^{+}$and $\mathcal{K}^{-}$are complete with respect to the induced norm and hence $\mathcal{K}$ is a Krein space.

Example 1.3. Consider $\mathcal{K}=C[-1,1]$ the linear space of all complex-valued continuous functions defined on the interval $[-1,1]$ with

$$
[x, y]=\int_{-1}^{1} x(t) \overline{y(-t)} d t \quad \text { for } x, y \in \mathcal{K} .
$$

Then $\mathcal{K}$ admits a fundamental decomposition $\mathcal{K}=\mathcal{K}^{+}[\dot{+}] \mathcal{K}^{-}$where $\mathcal{K}^{+}$and $\mathcal{K}^{-}$the spaces of all continuous even and odd functions on $[-1,1]$ respectively, are complete with respect to the induced norm and hence $\mathcal{K}$ is a Krein space.

Example 1.4. [5] Let $\Omega$ be a set and $\Sigma$ be a $\sigma$-algebra on $\Omega$. Let $\mu_{+}$and $\mu_{-}$be two mutually singular positive measures defined on $\Sigma$. Set $\mu=\mu_{+}+\mu_{-}$. Define

$$
[f, g]=\int_{\Omega} f \bar{g} d \mu_{+}-\int_{\Omega} f \bar{g} d \mu_{-} \quad \text { for } f, g \in L^{2}(\mu)
$$

Then $L^{2}(\mu)=L^{2}\left(\mu_{+}\right)[\dot{+}] L^{2}\left(\mu_{-}\right)$forms a fundamental decomposition, since $\left(L^{2}\left(\mu_{+}\right),[.,].\right)$and $\left(L^{2}\left(\mu_{-}\right),-[.,].\right)$are Hilbert spaces. Thus $L^{2}(\mu)$ is a Krein space.

## 2. Preliminaries

Theorem 2.1. [4] Let $\mathcal{K}$ be a Krein space. Then $\mathcal{K}$ has several fundamental decompositions with non-zero components. All norms induced by different fundamental decompositions are equivalent and hence they induce the same topology.
Theorem 2.2. [3] Let ( $\mathcal{K},[.,]$.$) be a Krein space. Then the following are equivalent:$
(1) There exists a fundamental decomposition of $\mathcal{K}$.
(2) There exists a maximal uniformly positive ortho-complemented subspace.
(3) There exists a maximal uniformly negative ortho-complemented subspace.

Example 2.1. Let $\mathcal{K}$ be a two-dimensional vector space with basis $\left\{e_{1}, e_{2}\right\}$ and an indefinite inner product defined by $\left[e_{1}, e_{1}\right]=1,\left[e_{2}, e_{2}\right]=-1$ and $\left[e_{1}, e_{2}\right]=0$. If we take $Y=\operatorname{span}\left\{e_{1}\right\}$, then it is a maximal uniformly positive definite subspace and hence there exists a fundamental decomposition of $\mathcal{K}$ with $\mathcal{K}^{+}=Y$ and $\mathcal{K}^{-}=\operatorname{span}\left\{e_{2}\right\}$. Choosing $\mathcal{K}_{n}^{+}=\operatorname{span}\{(n, 1)\}$ and $\mathcal{K}_{n}^{-}=\operatorname{span}\{(1, n)\}$ where $n>1$, we get several fundamental decompositions. The corresponding fundamental symmetries $J_{n}$ are given by

$$
J_{n}=\left(\begin{array}{cc}
\frac{n^{2}+1}{n^{2}-1} & \frac{-2 n}{n^{2}-1} \\
\frac{2 n}{n^{2}-1} & \frac{-\left(n^{2}+1\right)}{n^{2}-1}
\end{array}\right) .
$$

Here we can see that the fundamental symmetries $J_{n}$ satisfy $J_{n}^{2}=I,\left[J_{n} x, y\right]=\left[x, J_{n} y\right]$ and $\left[J_{n} x, J_{n} y\right]=[x, y]$ for all $x, y \in \mathcal{K}$.

## 3. Main Results

Theorem 3.1. [1] Assume that $\mathcal{K}$ is a Krein space such that [., .] is indefinite and let $x \in \mathcal{K}$, $x \neq 0$. Then the following holds.
(i) If $[x, x] \neq 0$, then

$$
\begin{equation*}
\left\{\|x\|_{J}: J \text { is a fundamental symmetry }\right\}=\left[|[x, x]|^{\frac{1}{2}}, \infty\right) . \tag{3.1}
\end{equation*}
$$

Moreover,

$$
\|x\|_{J}=|[x, x]|^{\frac{1}{2}} \quad \text { if and only if } \quad x \in \mathcal{K}_{J}^{+} \cup \mathcal{K}_{J}^{-}
$$

where $\mathcal{K}=\mathcal{K}_{J}^{+}[\dot{+}] \mathcal{K}_{J}^{-}$is the fundamental decomposition associated with $J$.
(ii) If $[x, x]=0$, then

$$
\left\{\|x\|_{J}: J \text { is a fundamental symmetry }\right\}=(0, \infty)
$$

Theorem 3.2. Assume that $(\mathcal{K},[.,]$.$) is a Krein space and let 0 \neq x \in \mathcal{K}$.
(a) If $[x, x] \neq 0$, then for each real number $a>|[x, x]|^{\frac{1}{2}}$ there exists a fundamental symmetry $J_{a}$ such that $\|x\|_{J_{a}}=a$.
(b) If $[x, x]=0$, then for each positive real number a there exists a fundamental symmetry $J_{a}$ such that $\|x\|_{J_{a}}=a$.
Proof. (a) Let $[x, x]<0$. Let $\mathcal{K}=\mathcal{M}^{+}[\dot{+}] \mathcal{M}^{-}$be a fundamental decomposition such that $x \in \mathcal{M}^{-}$. Choose $0 \neq y \in \mathcal{M}^{+}$and let $\mathcal{L}^{+}$and $\mathcal{L}^{-}$be subspaces such that

$$
\mathcal{M}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\{y\} \quad \mathcal{M}^{-}=\mathcal{L}^{-}[\dot{+}] \operatorname{span}\{x\}
$$

Consider $u(s)=s y+(1-s) x, s \in[0,1]$. We have $[u(0), u(0)]<0,[u(1), u(1)]>0$ and $[.,$. is continuous. Hence there exists $s_{0} \in(0,1)$ such that $\left[u\left(s_{0}\right), u\left(s_{0}\right)\right]=0$. Let $z=u\left(s_{0}\right)$, then

$$
[z, z]=0, \quad[y, z]=s_{0}[y, y]>0, \quad[z, x]=\left(1-s_{0}\right)[x, x]<0
$$

Let $v(t)=t y+(1-t) z, t \in(0,1]$, which is a positive element for $t \in(0,1]$. Now set

$$
\mathcal{K}_{t}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\{v(t)\}
$$

since $y$ and $z$ are orthogonal to $\mathcal{L}^{+}$. Thus the orthogonal projection $P_{t}^{+}$onto $\mathcal{K}_{t}^{+}$can be written as $P_{t}^{+}=P_{\mathcal{L}_{+}}+P_{v(t)}$, where $P_{\mathcal{L}_{+}}$is the orthogonal projection onto $\mathcal{L}_{+}$and $P_{v(t)}$ is the orthogonal projection onto $\operatorname{span}\{v(t)\}$. We also have

$$
\begin{equation*}
P_{v(t)} u=\frac{[u, v(t)]}{[v(t), v(t)]} v(t) \tag{3.2}
\end{equation*}
$$

for any $u \in \mathcal{K}$. Let $w(t)$ be a non-zero element in $\operatorname{span}\{y, x\}$ which is orthogonal to $v(t)$ and hence negative. With $\mathcal{K}_{t}^{-}=\mathcal{L}^{-}[\dot{+}] \operatorname{span}\{w(t)\}$, we have a fundamental decompositon $\mathcal{K}=\mathcal{K}_{t}^{+}[\dot{+}] \mathcal{K}_{t}^{-}$and a corresponding fundamental symmetry $J_{t}=2 P_{t}^{+}-I$. Now we get

$$
\begin{equation*}
\left[P_{t}^{+} x, P_{t}^{+} x\right]=\left[P_{t}^{+} x, x\right]=\frac{|[x, v(t)]|^{2}}{[v(t), v(t)]}=\frac{(1-t)^{2}|[x, z]|^{2}}{t^{2}[y, y]+2 t(1-t)[y, z]} \tag{3.3}
\end{equation*}
$$

From equation (1.3) we get,

$$
\begin{equation*}
(x, x)_{J_{t}}=\frac{2(1-t)^{2}|[x, z]|^{2}}{t^{2}[y, y]+2 t(1-t)[y, z]}-[x, x] . \tag{3.4}
\end{equation*}
$$

The construction of $(x, x)_{J_{t}}$ in equation (3.4) is taken from the proof of the Theorem (3.1). The details are given for the sake of completeness of the proof.

As $t$ varies in $(0,1],(x, x)_{J_{t}}$ takes all values in $[|[x, x]|, \infty)$. Thus $\|x\|_{J_{t}}$ takes all values in $\left[|[x, x]|^{\frac{1}{2}}, \infty\right)$. Let $a \in\left[|[x, x]|^{\frac{1}{2}}, \infty\right)$ be such that $a^{2}=b>|[x, x]|$. Now let us try to find $t \in(0,1]$ for which $(x, x)_{J}=b$ so that $\|x\|_{J}=a$.
From (3.4) and $(x, x)_{J}=b$ we get,

$$
\begin{equation*}
\frac{2(1-t)^{2}|[x, z]|^{2}}{t^{2}[y, y]+2 t(1-t)[y, z]}-[x, x]=b . \tag{3.5}
\end{equation*}
$$

We have $[x, x]<0,[y, y]>0$ and $[y, z]>0$. So let $h=[y, y]$. Replacing $y$ by $\frac{y}{\sqrt{h}}$ we get $[y, y]=1$. Now set $A=|[x, z]|^{2}, B=[y, y]=1, C=[y, z], D=[x, x]$. Thus from (3.4) we get $\frac{2(1-t)^{2} A}{t^{2}+2 t(1-t) C}-D=b$ which implies $2 A\left(1-2 t+t^{2}\right)=(b+D)\left(t^{2}-2 C t^{2}+2 C t\right)$ so that

$$
t^{2}[(b+D)(1-2 C)-2 A]+t[(b+D) 2 C+4 A]-2 A=0
$$

which is a quadratic equation in $t$ whose discriminant is $4 C^{2}(b+D)^{2}+8 A(b+D)$, which is positive as $b+D$ and $A$ are positive. Thus there exists $t \in(0,1]$ such that it satisfies equation (3.5). Let us denote it by $t_{b}$. Then the subspaces

$$
\mathcal{K}_{t}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\left\{v\left(t_{b}\right)\right\}, \mathcal{K}_{t}^{-}=\mathcal{L}^{-}[\dot{+}] \operatorname{span}\left\{w\left(t_{b}\right)\right\}
$$

give a fundamental symmetry corresponding to $t_{b}$. We denote it by $J_{a}$ and hence we see that $(x, x)_{J_{a}}=b$ and $\|x\|_{J_{a}}=a$.
Let $[x, x]>0$. Then choose a fundamental decomposition $\mathcal{K}=\mathcal{M}^{+}[\dot{+}] \mathcal{M}^{-}$such that $x \in \mathcal{M}^{+}$ and continue the proof as discussed above.
(b) Let $[x, x]=0$. Let $y$ be another neutral element that satisfies $[x, y]=1$. Define $u=$ $\frac{1}{\sqrt{2}}(x+y), v=\frac{1}{\sqrt{2}}(x-y)$. Then $x=\frac{1}{\sqrt{2}}(u+v),[u, u]=1,[v, v]=-1$ and $[u, v]=0$. Let $\mathcal{K}=\mathcal{M}^{+}[\dot{+}] \mathcal{M}^{-}$be a fundamental decomposition such that $\mathcal{M}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\{u\}, \mathcal{M}^{-}=$ $\mathcal{L}^{-}[\dot{+}] \operatorname{span}\{v\}$ with some subspaces $\mathcal{L}^{ \pm}$. Set

$$
w(t)=u+t v, t \in(-1,1) .
$$

Then $[w(t), w(t)]=\left(1-t^{2}\right)>0, t \in(-1,1)$. Hence $\mathcal{K}_{t,+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\{w(t)\}$ is a maximal uniformly positive subspace. Now the projection $P_{t,+}$ onto $\mathcal{K}_{t,+}$ can be written as $P_{t,+}=$ $P_{\mathcal{L}_{+}}+P_{w(t)}$ and we get

$$
\left[P_{t,+} x, P_{t,+} x\right]=\left[P_{t,+} x, x\right]=\frac{|[x, w(t)]|^{2}}{[w(t), w(t)]}=\frac{1-t}{2(1+t)}
$$

which takes all the values in $(0, \infty)$ if $t$ varies in $(-1,1)$. Let $a \in(0, \infty)$ be such that $a^{2}=b$. Thus from 1.3 and solving $(x, x)_{J_{t}}=b$ we get $2\left[P_{t,+} x, P_{t,+} x\right]=b$. That is, $\frac{2(1-t)}{2(1+t)}=b$ and hence $t=\frac{1-b}{1+b}$. Thus for $t_{b}=\frac{1-b}{1+b}$,

$$
\mathcal{K}_{t_{b}}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\left\{w\left(t_{b}\right)\right\}
$$

is a maximal uniformly positive subspace and hence there exists a fundamental decomposition. We denote the corresponding fundamental symmetry by $J_{a}$. Hence we get that $(x, x)_{J_{a}}=b$ and $\|x\|_{J_{a}}=a$.

Corollary 3.3. Let $0 \neq x \in \mathcal{K},[x, x] \neq 0$ and $J$ be a given fundamental symmetry. Then there exists a fundamental symmetry $K$ such that

$$
\|x\|_{J}<\|x\|_{K} .
$$

Proof. Choose a positive real number $k>\|x\|_{J}$. Then by Theorem 3.2(a) there exists a fundamental symmetry $K$ such that $\|x\|_{K}=k$, which is greater than $\|x\|_{J}$ and that implies $\|x\|_{J}<\|x\|_{K}$.
Corollary 3.4. Let $0 \neq x \in \mathcal{K}$ be a neutral element and $J$ be a given fundamental symmetry. Then there exist fundamental symmetries $K_{1}$ and $K_{2}$ such that

$$
\|x\|_{K_{1}}<\|x\|_{J}<\|x\|_{K_{2}} .
$$

Proof. Choose positive real numbers $k_{1}, k_{2}$ such that $0<k_{1}<\|x\|_{J}<k_{2}$. Then by Theorem 3.2 (b) there exist fundamental symmetries $K_{1}$ and $K_{2}$ such that $\|x\|_{K_{1}}<\|x\|_{J}<\|x\|_{K_{2}}$.

Corollary 3.5. Let $x$ be any arbitrary non-zero (neutral or non-neutral) element in $\mathcal{K}$. If $\|x\|_{J_{1}}<\|x\|_{J_{2}}$ for some fundamental symmetries $J_{1}$ and $J_{2}$, then there exists a fundamental symmetry $J$ such that $\|x\|_{J_{1}}<\|x\|_{J}<\|x\|_{J_{2}}$.
Proof. Choose $a>\left\lvert\,[x, x]^{\frac{1}{2}}\right.$ such that $\|x\|_{J_{1}}<a<\|x\|_{J_{2}}$. Then by Theorem 3.2 the result follows.
Corollary 3.6. Let $\mathcal{K}$ be a Krein space with a fundamental decomposition and a corresponding fundamental symmetry $J$. Let $\left(x_{n}\right)$ be a sequence of non-zero neutral or non-neutral vectors such that $\left(x_{n}\right)$ converges to some $x$ in $\mathcal{K}$. Then there exists a sequence of fundamental symmetries $\left(J_{n}\right)$ such that $\left\|x_{n}\right\|_{J_{n}} \rightarrow \infty$.
Proof. Let $J_{1}=J$. Now choose a real number $a_{2}>\max \left\{\left|\left[x_{2}, x_{2}\right]\right|^{\frac{1}{2}},\left\|x_{1}\right\|_{J_{1}}\right\}$. Then by Theorem 3.2 (a) there exists a fundamental symmetry $J_{2}$ such that $\left\|x_{2}\right\|_{J_{2}}=a_{2}>\left\|x_{1}\right\|_{J_{1}}$. In a similar way, we can find $J_{k}$ by choosing

$$
a_{k}>\max \left\{\left|\left[x_{k}, x_{k}\right]\right|^{\frac{1}{2}},\left\|x_{k-1}\right\|_{J_{k-1}}\right\}
$$

and by using Theorem 3.2 (a) we get $J_{k}$ such that $\left\|x_{k}\right\|_{J_{k}}=a_{k}>\left\|x_{k-1}\right\|_{J_{k-1}}$. Continuing the process we see that $\left\|x_{n}\right\|_{J_{n}} \rightarrow \infty$ as $n \rightarrow \infty$.
Corollary 3.7. Let $\left(x_{n}\right)$ be a sequence of non-zero neutral elements in $\mathcal{K}$. Then there exists a sequence of fundamental symmetries $\left(J_{n}\right)$ such that $\left\|x_{n}\right\|_{J_{n}} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. We have $x_{1} \neq 0$, then we can find a fundamental symmetry $J_{1}$ such that $\left\|x_{1}\right\|_{J_{1}}>0$. Choose a real number $a_{2}$ such that $\left\|x_{1}\right\|_{J_{1}}>a_{2}>0$. Then by Theorem 3.2 (b) there exists a fundamental symmetry $J_{2}$ such that $\left\|x_{2}\right\|_{J_{2}}=a_{2}$ and so we get $\left\|x_{1}\right\|_{J_{1}}>\left\|x_{2}\right\|_{J_{2}}$. Choose a real number $a_{k}$ such that

$$
\left\|x_{k-1}\right\|_{J_{k-1}}>a_{k}>0
$$

Then by Theorem 3.2 (b) there exists a fundamental symmetry $J_{k}$ such that $\left\|x_{k-1}\right\|_{J_{k-1}}>$ $\left\|x_{k}\right\|_{J_{k}}$. Thus we see that $\left(\left\|x_{n}\right\|_{J_{n}}\right)$ is a decreasing sequence which is bounded below by 0 and hence $\left\|x_{n}\right\|_{J_{n}} \rightarrow 0$ as $n \rightarrow \infty$.
Remark 3.1. Corollaries 3.6 and 3.7 generalize the Lemma in [2] which says for a non-neutral element $x$ there exists a sequence of fundamental norms $\left(p_{n}\right)$ such that $p_{n}(x) \rightarrow \infty$ as $n \rightarrow \infty$ and for a neutral element $x$ there exist sequences of fundamental norms $\left(p_{n}\right)$ and $\left(q_{n}\right)$ such that $p_{n}(x) \rightarrow \infty$ and $q_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$.
Example 3.1. Consider the fundamental symmetry $J_{n}$ given in Example 2.1. Then for $x=$ $\left(x_{1}, y_{1}\right) \in \mathcal{K}$

$$
\|x\|_{J_{n}}^{2}=\frac{\left(n^{2}+1\right)\left(\left(x_{1}^{2}+y_{1}^{2}\right)-4 n x_{1} y_{1}\right.}{n^{2}-1}
$$

We fix $x=(2,1)$. Then $[x, x]=3$. Let $a=2>|[x, x]|^{\frac{1}{2}}$. By solving $\|x\|_{J_{n}}^{2}=4$, we see that $n$ equals to the positive square root of the equation $5 n^{2}-8 n-7=0$.

Theorem 3.8. Let $\mathcal{K}$ be a Krein space. Then the following are true.
(a) Let $0 \neq x \in \mathcal{K}$ be a non-neutral element, $\alpha \in \mathbb{C}$. Then for every $\varepsilon$ such that $\varepsilon>$ $|[x, x]|^{\frac{1}{2}}|1-|\alpha||$, there exists a fundamental symmetry J such that $\left|\|x\|_{J}-\|\alpha x\|_{J}\right|<\varepsilon$.
(b) Let $0 \neq x \in \mathcal{K}$ be a neutral element, $\alpha \in \mathbb{C}$. Then for every $\varepsilon>0$, there exists a fundamental symmetry $J$ such that $\left|\|x\|_{J}-\|\alpha x\|_{J}\right|<\varepsilon$.
Proof. Suppose $|\alpha|=1$, the result is trivial. Next we asssume that $|\alpha| \neq 1$.
(a) We have $\left.\varepsilon>\left|[x, x]^{\frac{1}{2}}\right| 1-|\alpha| \right\rvert\,$, which implies $|[x, x]|^{\frac{1}{2}}<\frac{\varepsilon}{|1-|\alpha| .}$. Let $c \in \mathbb{R}$ be such that $|[x, x]|^{\frac{1}{2}}<c<\frac{\varepsilon}{|1-|\alpha||}$. Then by Theorem 3.2 there exists a fundamental symmetry $J$ such that $\|x\|_{J}=c$ which implies $\|x\|_{J}<\frac{\varepsilon}{|1-|\alpha||}$ so that we get $\left|\|x\|_{J}-\|\alpha x\|_{J}\right|<\varepsilon$.
(b) We have $|1-|\alpha||>0$, which implies $\frac{\varepsilon}{|1-|\alpha||}>0$. Let $c \in \mathbb{R}$ be such that $0<c<\frac{\varepsilon}{|1-|\alpha||}$. Then by Theorem 3.2 there exists a fundamental symmetry $J$ such that $\|x\|_{J}=c$ which implies $\|x\|_{J}<\frac{\varepsilon}{|1-|\alpha||}$ so that we get $\left|\|x\|_{J}-\|\alpha x\|_{J}\right|<\varepsilon$.

Theorem 3.9. Let $x$ and $y$ be orthogonal non-neutral elements of a Krein space $\mathcal{K}$ with a fundamental decomposition $\mathcal{K}=\mathcal{K}^{+}[\dot{+}] \mathcal{K}^{-}$. If $x$ and $y$ are linearly independent and if

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{K}^{+}\right)>1, \operatorname{dim}\left(\mathcal{K}^{-}\right)>0,[y, y]>0 \tag{3.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{K}^{-}\right)>1, \operatorname{dim}\left(\mathcal{K}^{+}\right)>0,[y, y]<0 \tag{3.7}
\end{equation*}
$$

then there exists a sequence of fundamental symmetries $\left(J_{n}\right)$ such that $\frac{\|y\|_{J_{n}}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. The case (3.7) can be reduced to (3.6) by passing to the inner product $[u, v]^{\prime}=-[u, v]$ where $u, v \in \mathcal{K}$. Thus we consider only the case (3.6). From the hypothesis, we can find at least two positive elements $x_{1}, x_{2}$ and a negative element $y_{1}$ in $\mathcal{K}$ such that

$$
\mathcal{K}=\mathcal{L}_{1}^{+}[\dot{+}] \operatorname{span}\left\{x_{1}\right\}[\dot{+}] \operatorname{span}\left\{x_{2}\right\}[\dot{+}] \mathcal{L}_{2}^{-}[\dot{+}] \operatorname{span}\left\{y_{1}\right\}
$$

where $\mathcal{L}_{1}^{+}$and $\mathcal{L}_{2}^{-}$are positive and negative subspaces respectively.
We now first discuss the case when $[x, x]>0$. Choose $x_{1}=y$ and and $x_{2}=\frac{x}{\sqrt{[x, x]}}$ so that $\left[x_{2}, x_{2}\right]=1$ and choose $y_{1}$ such that $\left[y_{1}, y_{1}\right]=-1$. We can find a neutral element $e_{1}=$ $s_{0} x_{2}+\left(1-s_{0}\right) y_{1}$ for some $s_{0} \in(0,1)$. Take $v\left(t_{n}\right)=t_{n} x_{2}+\left(1-t_{n}\right) e_{1}$ where $t_{n}=\frac{1}{n}, n>1$. Then $\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]=t_{n}{ }^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)>0$ and $\left[v\left(t_{n}\right), x_{1}\right]=0$. Set

$$
\mathcal{K}_{n}^{+}=\mathcal{L}_{1}[\dot{+}] \operatorname{span}\left\{x_{1}\right\}[\dot{+}] \operatorname{span}\left\{v\left(t_{n}\right)\right\} .
$$

Thus the orthogonal projection $P_{n}{ }^{+}$onto $\mathcal{K}_{n}{ }^{+}$can be written as

$$
P_{n}{ }^{+}=P_{\mathcal{L}_{1}}+P_{x_{1}}+P_{v\left(t_{n}\right)}
$$

where $P_{\mathcal{L}_{1}}$ is the orthogonal projection onto $\mathcal{L}_{1}, P_{x_{1}}$ is the orthogonal projection onto span $\left\{x_{1}\right\}$ and $P_{v\left(t_{n}\right)}$ is the orthogonal projection onto $\operatorname{span}\left\{v\left(t_{n}\right)\right\}$, which has the form

$$
P_{v\left(t_{n}\right)} z=\frac{\left[z, v\left(t_{n}\right)\right]}{\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]} v\left(t_{n}\right) .
$$

Choosing a non-zero element $u\left(t_{n}\right)$ in the span $\left\{x_{2}, y_{1}\right\}$, which is orthogonal to $v\left(t_{n}\right)$, we get a fundamental decompositon with $\mathcal{K}_{n}{ }^{+}$and $\mathcal{K}_{n}{ }^{-}=\mathcal{L}_{2}[\dot{+}] \operatorname{span}\left\{u\left(t_{n}\right)\right\}$ and a corresponding fundamental symmetry $J_{n}=2 P_{n}{ }^{+}-I$. For a vector $z \in \mathcal{K}$ we have

$$
\|z\|_{J_{n}}^{2}=\left[J_{n} z, z\right]=\left[\left(2 P_{n}^{+}-I\right) z, z\right]=2\left[P_{n}^{+} z, z\right]-[z, z] .
$$

Let us calculate $\|y\|_{J_{n}}^{2}$. Since $x_{1}=y$ we have $P_{n}{ }^{+} y=P_{x_{1}} y=y$. Thus $\|y\|_{J_{n}}=[y, y]^{\frac{1}{2}}$ for all $n>2$. Let us find $\|x\|_{J_{n}}$. We have

$$
P_{n}{ }^{+} x_{2}=P_{v\left(t_{n}\right)} x_{2}=\frac{\left[x_{2}, v\left(t_{n}\right)\right]}{\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]} v\left(t_{n}\right)=\frac{t_{n}+s_{0}\left(1-t_{n}\right)}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)} v\left(t_{n}\right),
$$

which implies

$$
\begin{aligned}
{\left[P_{n}{ }^{+} x_{2}, x_{2}\right] } & =\frac{t_{n}+s_{0}\left(1-t_{n}\right)}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}\left[v\left(t_{n}\right), x_{2}\right] \\
& =1+\frac{s_{0}^{2}}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}+\frac{t_{n}-2}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}
\end{aligned}
$$

And hence $\|x\|_{J_{n}}=|\sqrt{[x, x]}|\left\|x_{2}\right\|_{J_{n}} \rightarrow \infty$ as $n \rightarrow \infty$. Thus $\frac{\|y\|_{J_{n}}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
We now discuss the case when $[x, x]<0$. We take $y_{1}=\frac{x}{\sqrt{|[x, x]|}}$ so that $\left[y_{1}, y_{1}\right]=-1$. Choose $x_{2}$ such that $\left[x_{2}, x_{2}\right]=1$. Proceeding as above we find $\|y\|_{J_{n}}=[y, y]^{\frac{1}{2}}$ for all $n>2$ and $\left\|y_{1}\right\|_{J_{n}}$ as follows. We have

$$
P_{n}^{+} y_{1}=P_{v\left(t_{n}\right)} y_{1}=\frac{\left[y_{1}, v\left(t_{n}\right)\right]}{\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]} v\left(t_{n}\right)=\frac{t_{n}+s_{0}\left(1-t_{n}\right)}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)} v\left(t_{n}\right)
$$

which implies

$$
\begin{aligned}
{\left[P_{n}{ }^{+} y_{1}, y_{1}\right] } & =\frac{s_{0}-1}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}\left[v\left(t_{n}\right), y_{1}\right] \\
& =1+\frac{s_{0}-1^{2}}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}+\frac{t_{n}-2}{t_{n}^{2}+2 s_{0} t_{n}\left(1-t_{n}\right)}
\end{aligned}
$$

Thus $\|x\|_{J_{n}}=\mid \sqrt{|[x, x]| \mid}\left\|y_{1}\right\|_{J_{n}} \rightarrow \infty$ as $n \rightarrow \infty$. And hence $\frac{\|y\| J_{n}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
Theorem 3.10. Let $x$ and $y$ be linearly independent elements of a Krein space $\mathcal{K}$ which are non-orthogonal. If $y$ is neutral, there exists a sequence of fundamental symmetries $\left(J_{n}\right)$ such that $\frac{\|y\| J_{n}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. Since $[y, y]=0$, there exists a sequence of fundamental symmetries $\left(J_{n}\right)$ such that $\|y\|_{J_{n}} \rightarrow 0$ as $n \rightarrow \infty$. We first discuss the case when $x$ is non-neutral. By Theorem 3.1 we have

$$
\left\{\|x\|_{J}: J \text { is a fundamental symmetry }\right\}=\left[|[x, x]|^{\frac{1}{2}}, \infty\right)
$$

So for all $\mathrm{n},\|x\|_{J_{n}} \geq \left\lvert\,[x, x]^{\frac{1}{2}}\right.$. We get $\left(\frac{1}{\|x\|_{J_{n}}}\right)$ is bounded and hence we can conclude that $\frac{\|y\| \|_{n}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
We now discuss the case when $x$ is neutral. Let $[x, y]=k$. Since $x$ and $y$ are non-orthogonal, $k \neq 0$. By replacing $y$ by $\frac{\underline{y}}{\bar{k}}$ we get $[x, y]=1$. Let

$$
x_{1}=\frac{1}{\sqrt{2}}(x+y), y_{1}=\frac{1}{\sqrt{2}}(x-y),
$$

then

$$
x=\frac{1}{\sqrt{2}}\left(x_{1}+y_{1}\right), y=\frac{1}{\sqrt{2}}\left(x_{1}-y_{1}\right),\left[x_{1}, x_{1}\right]=1,\left[y_{1}, y_{1}\right]=-1,\left[x_{1}, y_{1}\right]=0 .
$$

Let $\mathcal{K}=\mathcal{M}^{+}[\dot{+}] \mathcal{M}^{-}$be a fundamental decomposition such that

$$
\mathcal{M}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\left\{x_{1}\right\}, \mathcal{M}^{-}=\mathcal{L}^{-}[\dot{+}] \operatorname{span}\left\{y_{1}\right\}
$$

with some subspaces $\mathcal{L}^{ \pm}$. Set $v\left(t_{n}\right)=x_{1}+t_{n} y_{1}, t_{n} \in(-1,1)$. Then

$$
\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]=1-t_{n}^{2}
$$

We have $\mathcal{K}_{t_{n}}^{+}=\mathcal{L}^{+}[\dot{+}] \operatorname{span}\left\{v\left(t_{n}\right)\right\}$ is a maximal uniformly positive subspace and hence there exists a fundamental decomposition of $\mathcal{K}$ with $\mathcal{K}^{+}=\mathcal{K}_{t_{n}}^{+}$. Now the projection $P_{t_{n}}^{+}$onto $\mathcal{K}_{t_{n}}^{+}$can be written as

$$
P_{t_{n}}^{+}=P_{\mathcal{L}_{+}}+P_{v\left(t_{n}\right)}
$$

Thus

$$
\left[P_{t_{n}}^{+} x, x\right]=\frac{|[x, v(t)]|^{2}}{\left[v\left(t_{n}\right), v\left(t_{n}\right)\right]}=\frac{1-t_{n}}{2\left(1+t_{n}\right)}
$$

from which we get

$$
\|x\|_{J_{n}}^{2}=\left[J_{n} x, x\right]=2\left[P_{n}{ }^{+} x, x\right]-[x, x]=\frac{2\left(1-t_{n}\right)}{2\left(1+t_{n}\right)} \rightarrow \infty
$$

if we choose $\left(t_{n}\right)$ such that $t_{n} \rightarrow-1$ as $n \rightarrow \infty$. Similarly we get

$$
\|y\|_{J_{n}}^{2}=\frac{1+t_{n}}{1-t_{n}} \rightarrow 0
$$

if we choose $\left(t_{n}\right)$ such that $t_{n} \rightarrow-1$ as $n \rightarrow \infty$. Thus we see that $\frac{\|y\|_{J_{n}}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.
Example 3.2. Consider the two dimensional real Minkowski space $\mathcal{K}=\mathbb{R}^{2}$ with the inner product $[x, y]=x_{1} y_{1}-x_{2} y_{2}$ where $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$. Consider the fundamental decompositions with $\mathcal{K}_{n}^{+}=\operatorname{span}\left\{\left(\frac{n+1}{n}, \frac{n-1}{n}\right)\right\}$ and $\mathcal{K}_{n}^{-}=\operatorname{span}\left\{\left(\frac{n-1}{n}, \frac{n+1}{n}\right)\right\}$ where $n>1$. Then we get

$$
\|x\|_{J_{n}}^{2}=\frac{1}{4}\left[(2 n+2 / n)\left(x_{1}^{2}+y_{1}^{2}\right)+4 x_{1} y_{1}(1 / n-n)\right] .
$$

Let $y=(1,1)$ and $x=(1,0)$. Then $\|y\|_{J_{n}}^{2}=\frac{2}{n}$ and $\|x\|_{J_{n}}^{2}=\frac{1}{2}\left(n+\frac{1}{n}\right)$. Thus $\frac{\|y\|_{J_{n}}}{\|x\|_{J_{n}}} \rightarrow 0$ as $n \rightarrow \infty$.

## 4. CONCLUSION

Different fundamental decompositions on a Krein space induce different norms and there are fundamental symmetries corresponding to given fundamental decompositions. Hence the norm of a single element actually depends upon the choice of fundamental decomposition. Several estimates of norms of elements in the Krein space have been derived with illustrative examples and a few results of Bognar are also generalized in the paper.
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