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ABSTRACT. This paper considers a combined form of the Sumudu transform with the modified
homotopy perturbation method (MHPM) to find approximate and analytical solutions for nonlin-
ear two point boundary value problems. This method is called the modified Sumudu transform
homotopy perturbation method (MSTHPM). The suggested technique avoids the round-off errors
and finds the solution without any restrictive assumptions or discretization. We will introduce
an appropriate initial approximation and furthermore, the residual error will be canceled in some
points of the interval (RECP). Only a first order approximation of MSTHPM will be required, as
compared to STHPM, which needs more iterations for the same cases of study. After comparing
figures between approximate, MSTHPM, STHPM and numerical solutions, it is found through
the solutions we have obtained that they are highly accurate, indicating that the MSTHPM is
very effective, simple and can be used to solve other types of nonlinear boundary value problems
(BVPs).
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1. INTRODUCTION

In the last two decades, many analytical approximate methods have been presented to solve
two point boundary value problems. Most of these problems generally occur commonly in many
areas of Physics and Chemistry. Recently, many researchers have introduced various methods
to obtain approximate solutions for nonlinear differential equations (NDEs), such as variational
iteration method[1} 12} 3, 4, 5], homotopy analysis method [6} [7, 8], adomian decomposition
method [9, 10} [11], and homotopy perturbation method [12, (13} [14,[15,116]. Amongst all these
methods, the HPM has been considered as one of the most popular one, due to its simplicity
and its wide range of applications.

The HPM was suggested by He in [17, 18] and had been proven by many authors [19, 20,
21, 22, 23] 24) 25, 26l 27, 28] to be a powerful mathematical tool for solving various types
of nonlinear problems, which represent a large number of modern science branches. In some
applications when series solution is searched for, the HPM method has some drawbacks which
reduce the efficiency of the method due to repeated calculations and calculations of massive
unneeded terms. Hence, many authors had improved this scheme by integrating it with other
methods to avoid these drawbacks; one of them is the Sumudu transform homotopy perturbation
method (STHPM) which is a combination of HPM and Sumudu transform to obtain high accu-
racy numerical results when solving nonlinear equations. The advantage of this method is that
it is an elegant combination of two powerful methods which produces an easy to implement ap-
proach that is simple, efficient and reliable which also reduces the volume computational work.
Moreover, the proposed method gives approximate solutions without any limitations. Singh
and Devendra [29] created STHPM with He’s polynomials to find the solution of nonlinear
partial equations with the initial conditions, the results appeared that the approach is very effi-
cient and simple to apply. After that, the coupled method has been presented by many authors
to be a powerful mathematical tool for solving a wide range of nonlinear operator equations
[30% 132,133, 131} 134} 135, 36 137, 138, 139, 140, 41, 42]]. In spite of the aforementioned advantages,
STHPM do not provide accurate results in the region closer to the endpoints of the interest
interval, as in the solution of nonlinear differential equations coupled with mixed boundary
conditions where the endpoint at y(0) is unknown. However, the work which will be introduced
in this paper is quite different from the techniques used to solve these types of problems; we will
modify STHPM to improve the accuracy of the solution, particularly at unknown endpoints of
the interval. The methodology used in the proposed method is based primarily on the exploita-
tion of the freedom of the HPM in the choice of an arbitrary linear function as a suitable initial
approximation; furthermore, the residual error will be canceled in some points of the interval.
Implementing these steps will further accelerate the convergence of the approximate solutions,
as it will be shown, the MSTHPM present more accurate results in a first order approximation
than the fourth order STHPM approximation.

In this present study, the main goal is to employ the modified Sumudu transform homotopy
perturbation method (MSTHPM) in solving boundary value problems with mixed and Neumann
conditions. The proposed method produces the solutions in a rapid convergent series, where the
advantage lies in its applicability and effectiveness for obtaining approximate solutions for non-
linear equations.

In sections two and three of this article, we provide the main concepts of HPM method and

Sumudu transform (ST), respectively. The MSTHPM has been included in section four as a
combination of ST and MHPM. In section five, we verified the effectiveness of the proposed
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method by applying it to two physical systems based on nonlinear differential equations, the
conclusions are presented in the last section.
2. HOMOTOPY PERTURBATION METHOD (HPM)

To explain the fundamental idea of the HPM, consider the following nonlinear differential
equation:

2.1 L(u) + N(u) = f(t),
with boundary conditions
2.2) B(u,du/ot), tel,

where L and N is a linear and nonlinear operators respectively, f(t) is a known analytical
function, /3 is a boundary operator and I" is the domain boundary for 2.

We construct the HPM [18] as u(p, t) x [0,1] — R which satisfies:
(2.3) H(u,p) = (1 = p)[L(u) = L(uo)] + p(L(u) + N(u) — f(t)] =0, pe[0,1], te€Q
(24)  H(u,p) = L(u) = L(uo) + p(L(ug) + N(u) = f(t)) =0, p€[0,1], teQ

where p is an embedding parameter, its values are varied from O to 1, u is the initial approx-
imate solution for Eq.(2.1)) which satisfies the boundary conditions.
Suppose the solution for Eq.(2.3)) or Eq.(2.4) can be expressed as a power series of p as

(2.5) U = ug + puq + pAus + pPus + ... .

The values for the sequence ug, 11, ug, ... can be found by substituting Eq.(2.5)) into Eq.(2.4)
and equating coefficients of p with the same power. When p — 1, it gives the approximate
solution for Eq.(2.1)) as

(26) u(t) :limu:UQ+U1+U2+U3+...,

p—1

the Series (2.6) has been proved its convergence in [17].

3. SUMUDU TRANSFORM (ST)

Watugula [43] introduced Sumudu transform as a new integral and is defined as:

G.1) Py =S} = [ e o

or

(32) PO =S{f0) = [ e par
The linearity is an essential property of ST, that is,

(3.3) S{cifi(t) + cofa(t)} = c1 Fi(n) + c2Fa(n),

where ¢, and ¢, are two constants and S { f1(¢t)} = Fi(n), S{f2(t)} = Fa(n).

In this work we used the following properties of ST:

(3.4) S{t"} =nln",
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(3.5) S{F (1) = ninFm) - %anf‘k)(o),

where f(0(0) = £(0), f®(¢), k = 1,2,3,...,n — 1 are the k*" derivatives of the function
f(t),and S {f™(t)} = F(n). If F(n) is the Sumudu transform of f(t), then f(t) is called the
inverse Sumudu transform of F'(n) and is expressed by f(t) = S~ {F(n)}, where the inverse
Sumudu transform operator is S~

From Eq.(3.4) we get:

(3.6) t" =S {nin"}.
Applying S~ on Eq.(3.3), we obtain the following linearity property:
(3.7) STHarFi(n) + eoFa(n)} = e fi(t) + cafa(t).

4. MODIFIED SUMUDU TRANSFORM HOMOTOPY PERTURBATION METHOD
(MSTHPM)

In order to illustrate the basic idea of this method, we employ MSTPM to give analytical
and approximate solutions for a nonlinear BVPs, as Eq.(2.I). Thus, the same steps of HPM
follows until Step (2.4), after which L(ug) was substituted by an arbitrary function Z(t), where
the freedom of HPM was exploited. To solve the problems in this work, it is sufficient to select
a polynomial trial function with unknown parameters, A, B, C' ..., to be determined.

Taking the Sumudu transform of both sides of Eq.(2.4)), we get:
(4.1) S{L(u) = Z(t) + p(£(t) + N(u) — f(1))} = 0.
Employing the differential property of ST, we have:

1 1 1
42) —5S(u) — —u(0) —

N %u(nn(o) = S{Z(t) +p(—=Z(t) = N(u) + f(1))},

4.3) S(u)=n" {n—lnu(()) +

o 1 -
(0) -+t = (0)} 4

n"S{Z(t) + p(=Z(t) — N(u) + f(1))} .
Next, taking S~! to both sides of Eq.(4.3)), we have:

nnfl

44) ut)y=5" {n”(n—nu(O) + 77n_lu'(O) + ..+ %u(”l)(O))} +

STHS{Z(t) + p(=Z(t) = N(u) + f(1))}}-
Suppose that:

4.5) u(t) = Zp”un,
n=0
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is a power series solution of Eq.(2.1).
Next, substituting Eq.(4.5) into Eq.(4.4), we obtain

(4.6) Zp”un =5t {77” (inu(O) + nl_lu'(O) + ...+ 1u("_l)(())> } +
e 7 " n

s {77”5 {Z(t) +p(=Z(t) = N(Y_ p"un) + f(t))}} :

Equating the identical power terms of p , we obtain:

0., —g1)m iu 1 o lum_l)
4.7 piug =S {n <(77" (0) + = (0) + ...+ ; (0)) +S{Z(t)})}
(4.8) Pty =SS {=N(uo) — Z(t) + f(t)}}
4.9) p*ug = SRS {=N(ug,u1)}}
(4.10) p*ius =SS {—N(ug, uy,us)}}
4.11) P oug =SS {—=N(ugp, u, ..., uj) }}

The approximate solution will be:

(4.12) u(t) = lim = ug + ug + ug + uz + ...
p—>1

The values of A, B, C, ... are adequately calculated by solving the algebraic system, which is
derived as follows:

1. Equation (#.12)) should satisfy the boundary conditions at the end points of the interval.

2. In order to determine the values of all the parameters, we need to solve more algebraic
equations by adding to those mentioned in Eq.(2.T)), until we get the same number of equations
and parameters to be determine. By substituting Eq.(#.12) into Eq.(2.1) where the residual is
defined and becomes zero, the process will be illustrated by the following test examples.

5. CASE STUDIES

In this portion, we will compare STHPM and MSTHPM to illustrate the solution procedures
of both methods in solving two nonlinear ordinary differential equations: first, with mixed
boundary conditions and second, with Neumann boundary conditions. The numerical method
(RKF45) was used to verify the efficiency of the proposed method, where the square residual
error (S.R.E) was used to quantify the accuracy of the proposed solutions. The (S.R.E), which
represents the total error made by the proposed approximate solution, is considered to be reli-
able, where it is equal to zero when the approximate solution turns out to be the exact solution
of the differential equation studied.
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MIXED BOUNDARY CONDITIONS

Consider the following nonlinear differential equation [41]:

5.1 u'(t) —eut(t) =0, 0<t<I1,
with the boundary conditions
(5.2) u'(0) =0, wu(l)=1,

which shows the temperature distribution in a rectangular fin of uniform thickness due to radi-
ation of free space with nonlinearity of high order.

We are going to solve the Eq.(5.1)) in detail by using the STHPM and MSTHPM methods to
compare them.

THE STHPM METHOD

By applying the fourth order approximation of STHPM method to find a solution for Eq.(5.1)),
we will proceed as follows:

Identifying terms:
(5.3) L(u) = u"(t),
(5.4) N(u) = —eu(t).

Next, we make a homotopy in accordance with Eq.(2.4), thus we get an approximate analytical
solution:

(5.5) (1 —p)(u" —uf) + pu” — eu?) =0,
or
(5.6) u" = ugy + p(—uy + eu?).
Applying the Sumudu transform, we obtain:
(5.7 S{u"} = S {ug + p(—ug + cu')} .
Employing the differential property of ST for n = 2, we get:
1 1 1

(5.8) EU(U) - ?n(()) - Eu = S {ug + p(—uy +eu*)}.
that gives

-1 A " 4
(5.9) u(t) =29 {n = +S{u0+p u0+5u)})}.

obtained upon Solving for U(n) and applying the inverse of the Sumudu transforms S—! , where
we define A = (0), and using «'(0) = 0.

Then, we suppose that the series solution for u(t) is given by

(5.10) u(t) =Y p .
n=0

Consider the first approximation solution of Eq.(5.1)) is:
(511) Vg = A,
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which satisfies v’(0) = 0.
Substituting Eq.(5.10) and Eq.(5.T1) into Eq.(5.9), we have:

o0 B A oo .
(5.12) Zp”un =51 {772(? + 5Sp(Zp un)4)} :
n=0 n=0

Comparing the coefficients of like powers of p, we obtain:
(5.13) P’ iug=S"H{A}.
(5.14) pliug =St {7725' {ué}} .
(5.15) PP iuy =eSt {7725 {4ugu1}} :
(5.16) P’ iug =eSTH{n?S {6ugul + duius} } .
(5.17) ptiuy =St {7;25 {4u?u0 + 12u3u1u2 + 4ugu3}} )
Solving equations (5.13)) - (5.17) for w(t), uq(t), ua(t), ..., we get:
(5.18) P’ ug(t) = A.

A4
(5.19) plu(t) = %t?

2A7
(5.20) P up(t) = © —t

13g3 A0
5.21 Prug(t) = 0.
161 A3

5.22 Poug=——t°
6:22) P = 040

Substituting (5.18)-(5.22)) into (5.10) then, evaluating the limir when p — 1, the solution is
given by:

eA' , AT, 138°AY o 161eMAP
5.23 t)=A t? tt 0 s
629 ult) = AF S T T 00

By applying the boundary condition u(1) = 1 and taking £ = 7 as a case study, we can find the
value of A as the following:

(5.24) A = 0.535951596523.
Substituting (5.24) into (5.23]), we have:

(5.25) wu(t) = 0.535951596523 + 0.288782133227 > 4 0.103734641974 t*+
0.048441842897 5 + 0.023089753791 5.
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THE MSTHPM METHOD

We build a homotopy in accordance with (2.4), thus we get an approximate analytical solu-
tion:

(5.26) u" = Z(t) + p(—Z(t) + eu?),

where we have substituted L(u) for a function of Z(¢), which will be defined later.
Applying ST, we obtain

(5.27) S{u"} = S{Z(t) +p(—Z(t) + eu)} .
Employing the differential property of ST for n = 2, we have:
1 1 1
(5.28) ?U(n) + ?u(O) + Eu'(O) =S{Z({t)+p(—Z(t) +eu')},
that gives
A 4
(5.29) u? +S{Z +p(—=Z(t) +eu)}) p,

obtained upon solving for U(n) and applylng the inverse Sumudu transform S—!, where we
define A = u(0), and using «'(0) = 0. Then, we suppose that the series solutlon for u(t) is
given by
(5.30) u(t) =Y p'uy.

n=0
As well, to get a highly accurate approximation, it is sufficient to choose Z(t), as a linear
function

(5.31) Z(t) = Ct + B.
Substituting (5.30) and (5.31)) into (5.29), we have:

oo A o0
532 > puy=5" {nQ(ﬁ +S {Ot +B+p(-Ct— B+ €(Zp”un)4)})} .
n=0 n=0
By comparing the coefficients of like powers of p, we obtain:
(5.33) P’ rug(t) =S {A+ By + O’}
(5.34) p1 : ul(t =S {p’S{-B—-Ct+euy}}.
By solving equations (5.33)) - (5.34)) for ug(¢) and u;(¢) , we obtain:
B C
(5.35) P’ ug(t) = A+ 5152 + Et?’.
B C Al A3B A3C A?B? A’BC
536) p'iug(t) = ——=t" — —t3 + (=t ¢t t° 0 t7
(5:36) priw() = =5 = gl v elG i = = g U T
336 AB? + 122C2A? n AB2Ct9 N 540B* + 144OCQABt10
37632 144 777600
1320B3C + 594003At” C?B? RES BC?3 RES ct 14y
7840800 3168 16848 234872

By substituting (5.35) and (5.36) into (5.30) and evaluating the lim when p — 1, the first
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0.6 ., s’

R (@) (b)

Figure 1: (a) and (b) show the comparison between STHPM (3.23), MSTHPM (5.39) approximations and numeri-
cal solution of (3.1).

order approximate solution is given by:

(5.37)
A4 ABB ., ASC . A2B® . A?BC . 336ABS3 4 12202 A2
H)=A SR o 16 7 18
u(t) = At e(tt 4 ==t 4 ot ot ot 37632
AB2(Jt9 N 540B* + 1440(]2ABth N 1320B3C + 594003At11 N 0232t12+
144 777600 7840800 3168

BC? ct
413 4y
16848 - 235872 )

Applying the boundary condition u(1) = 1 on Eq.(5.37), to calculate the values of A, B, and
C. In addition, following MSTHPM algorithm, we substitute (5.37) into (5.1) and evaluate
the resultant expression for the values t = 1 x 10~% and ¢ = 0.75, which lies in [0,1], upon
following the above procedure, we have a system of equations for A, B,and C'. Wetakee =7
as a case study to obtain the values:

(5.38) A =0.5321388777 B = 0.5612820355 C = 0.6535691224.

Substituting (5.38)) into (5.37)), we obtain:

(5.39) w(t) = 0.5321388777 + 0.28065190971 ¢ + 0.0986740378 t* + 0.0229796431 5+
0.0312234083 t° + 0.0173129628 ¢” 4 0.0084009121 ¢* + 0.0053261617 7+
21362986 x 1073 10 + 7.879266 x 10™* ' +2.973433 x 10~ t12+
6.51037 x 107° t'3 4+ 5.4149 x 107 ¢,
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Figure 2: shows absolute error (AE) between MSTHPM approximation (5.39) and numerical solution of (5.1).

Figures [I(a) and (b) show that both schemes managed to accurately model the stationary
temperature distribution, and they proved that the approximate solution of the proposed method
is useful and adequate in some cases where the solution is difficult to find , such as, for the
case where one of the boundary conditions is unknown where the region closer to the unknown
endpoints of the interval is very hard to model; in our examples, «(0), and the perturbation pa-
rameter, ¢ = 7 is large. In addition, upon calculating the (S.R.E) of Eq.(5.25)) and Eq.(5.39), for
the same big value of the parameter ¢ = 7, the resulting values obtained, were 0.2813957390937
and 0.0116413047163, respectively. In fact, the addition of the initial linear function led to an
increase in accuracy of results and accelerate the convergence, while there was an augmentation
in the number of the terms and a rise in the order of approximations. It is worth mentioning that
Eq.(5.39) is just a first order approximation, whereas, Eq.(5.25)) is a fourth order approximation.
considering The above, it shows that MSTHPM is 28 times more accurate than STHPM. There-
fore, it is demonstrated that the proposed method is not only limited to small parameters, but it
can produce approximate solutions for difficult problems that contain large valued parameters.
Actually, as shown in Figure [2] it is noteworthy that the biggest absolute error (AE) is only
0.0043 which is significantly precise, considering that (5.39) is just a first order approximate

solution for (5.25).

NEUMANN BOUNDARY CONDITIONS

We will now extend our analysis to the following second order nonlinear differential equation
(41]

(5.40) u’(t) +ult) —u?(t) =0, 0<t<1,
with the boundary conditions

(5.41) W'(0)=0, «'(1)=

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17,2019 AJMAA
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THE STHPM METHOD

Applying the STHPM method to equation (5.40) to obtain the solution,
By constructing the homotopy, we obtain:

(5.42) u” = uy + p(—uf — u+ u?).
Applying the Sumudu transform to , we get:
(5.43) S{u"} = S{uf + p(—ug —u+u?)}.
Next, employing the differential property of ST for n = 2, we get:

1 1 1
(5.44) ?U(n) - ﬁu(O) - Eu = S {ug+p(—uy —u+u?)},
that gives

-1 A " 2

(5.45) u(t) = S~ n*( 7 — + S {ug +p(—ug —u+u?)}) ¢,

obtained upon solving for U (n) and applying the inverse of the Sumudu transforms S~! , where
we define A = u(0), and using v’(0) = 0.
Employing the power series as the solution for y(#):

(5.46) u(t) =Y p"u.
n=0

Consider the first approximate solution of Eq.(5.40) is
(5.47) Uy = A

which satisfies v'(0) =0 .
Substituting (5.46) and (5.47) into (5.45)), we have:

(5.48)
S - A : o oy
u(t) = > p'u, = S 1{n2<?+s{ua+p<—u3— O )+ O p un)Q)})}.
n=0 n=0 n=0
the identical coefficients of p can be readily identified as:
(5.49) P’ ug(t) = STH{A}
(5.50) p'iui(t) =SS {—uo +ug}}
(5.51) p*iua(t) = STH{PS {—u1 + 2uous }}
(5.52) pius(t) =S {7725 {—Ug + u%uoz@}}
(5.53) p4 : u4(t) =51 {7725 {—us + 2ugus + u1u2}} )
By Solving equations (5.49) - (5.53)) for ug(t), u(t), ua(t), ..., we obtain:
(5.54) P’ ug(t) = A
A2 — A
(5.55) phiu(t) = 5 t?
) A—3A%+2A% ,
(5.56) p°us(t) = 1 t

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17,2019 AJMAA
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(A2 — A)(2A — 1) + 6(A2 — A)?

(5.57) P us(t) = o £
— 2 3 2 _ 2 132
(5.58) o () = (A—3A%+2A )(36(; AZ + (24 1) >t8.

Substituting (5.54)-(5.58) into (5.46)), we obtain:

A2 A A—3A% 4243 10A% — 2043 + 1142 — A
(5.59) u(t)=A+ ( 5 )tQ + T e + 6'+ o4
(A —3A2% +243%)(36(A% — A)? + (2A — 1)2)258
8! ‘

Applying the boundary condition /(1) = 7 on Eq.(5.59), to calculate the values of A as the
following:

(5.60) A = -0.6793160999.
Substituting (5.60) into (5.39), we obtain:

(5.61) u(t) = —0.6793160999 + 0.5703932320 t* — 0.1121123203 t*+-
0.01965933892 ¢ — 0.003111881558 ¢

THE MSTHPM METHOD
By applying the MSTHPM method to (5.40), we build the homotopy as follows:

(5.62) u'(t) = Z(t) + p(—=Z(t) — u(t) + u?(t)).
where we have substituted L(ug) for Z(t) .

Applying ST we obtain:
(5.63) S{u"y =S{Z({t)+p(—Z(t) —u+u?)}.
Employing the differential property of ST for n = 2, we obtain:
1 1 1,
(5.64) ﬁU(n) — ?U(O) - 0)=S{Z({t)+p(—Z(t) —u+u?)},
that gives
A
(5.65) u(t)y=5" {nQ(? +S{Zt)+p(—Z(t) —u+ uQ)})} :

obtained upon Solving for U(n) and applying the inverse of the Sumudu transforms S, where
we define A = u(0), and using «’(0) = 0.

Now, employing the power series as the solution for Eq.(5.65)):

(5.66) ult) = i P

After substituting (5.66) and (5.31)) into @]}n\;g get:

(5.67)
ip”un =51 {7}2(% + 5 {Ct + B+ p(—Ct— B — (ip”un) + (ip”un)Q)})} .
n=0 n=0 n=0

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17, 2019 AJMAA
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The identical coefficients of p can be readily identified as:
(5.68) P ug(t) = 571 {A + Bn* + Cn3} ,
(5.69) pliui(t) =S PSS {-B—-Ct+ug+u3}}.
Solving equations (5.68)) - (5.69)) for uy(t) and u, (¢) , we obtain:

B, C
(5.70) P’ ug(t) = A+ 5752 + gt?’,
(5.71)
A—A*4+B, C, B—24B, C—2AC ., B>, AC. (2
Pl = 22T P O t4- 10—t T — 8,
2 6 24 120 1200 252 2016

By substituting (5.70) and (5.71)) into (5.66) and evaluating the limit when p — 1, a first
order approximation is given by:

(5.72)

A2~ A, 2AB—-B, 2AC - B2 B ., B 2
u(t) = A+ — 2+ pyp240=Cp B B o BCu, O 4

24 120 120 120 252 2016

Equation should satisfy the boundary condition u(1) = 7, hence, this fact is used to
calculate the values of A, B, and C. In addition, following MSTHPM algorithm, we substitute
into (5.40) and evaluate the resultant expression for the values ¢ = 0.20 and ¢ = 0.75,
which lies in [0,1]. After following the above procedure, we have a system of equations for
A, B and C, to obtain the values:

(5.73) A= —-0.67731056268 B = 1.16504731425 C = —0.568773061101.
Substituting (5.73)) into (5.72]), we obtain:
(5.74)

u(t) = —0.67731056268 4 0.568030080497 ¢* — 0.11430187576 t* + 0.01116037554 t°+
0.01131112704 5 — 0.00262955368 ¢” + 0.00016046766 2.

t t
0 02 04 0.6 0.8 1 0.57 0.58 0.59 0.60 0.61 0.62 0.63
! L L L . ! ! L L L )

0.4 — - STHPM
*  MSTHPM
Exact u(t)

== = ' STHPM
*  MSTHPM
Exact

-0.54

-0.6+

@ 0 (b)

Figure 3: (a) and (b) show the comparison between STHPM (@, MSTHPM M approximations and numeri-
cal solution of (5.40).
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0.0008

0.0007

0.0006

0.0005

u(1) 0.0004

0.0003

0.0002

0.00014

Figure 4: shows absolute error (AE) between MSTHPM approximation ([5.74) and numerical solution of (5.40).

Based on Fig (3), it is clear that both the schemes are in good agreement with the nu-
merical solution. Moreover, the (S.R.E) shows that the approximations of both schemes are
0.0000762972854 and 0.00002859606371 respectively, thus, the first order approximation of
MSTHPM is better than the fourth order approximation of STHPM, while the biggest absolute
error of the approximate solution of MSTHPM is 0.0008, which demonstrates that it is highly
accurate.

From our study cases, we concluded that the MSTHPM is suitable and effective in dealing
with the previous nonlinear BVPs and may be applied to other types of differential equations.

6. CONCLUSIONS

In this paper, MSTHPM has been efficiently used for solving the boundary value problems to
obtain precise approximate solutions. Hence the solutions were compared with the STHPM and
numerical solutions. Furthermore, the ordinary differential equations have been solved by the
algebraic system to get the unknown conditions. The results showed that there is a possibility
to accelerate the convergence of the solution by using MSTHPM for the given BVPs. Other
advantages of this method is that it employs the first order approximation which can be used to
solve other nonlinear problems.

REFERENCES

[1] BOYING WU, and LI, X, "Second-order two-point boundary value problems using the variational
iteration algorithm-II, " International Journal of Computer Mathematics 88, no. 6 (2011), pp. 1201-
1207.

[2] D. YOUNESIAN, H. ASKARI, Z. SAADATNIA, A. YASLDASRASM, Analytical solution for
nonlinear wave propagation in shallow media using the variational iteration method, Waves in Ran-
dom and Complex Media, no. 2 (2012), pp. 133-142.

[3] M. O. OLAYIWOLA, A. W. GBOLAGADE, F. O. AKINPELU, Variational iteration method for
the solution of boundary value problems, World Acad. Sci. Eng. Technol., 7 (2013), pp. 1-22.

[4] M. S.SEMARY, H. N. HASSAN, A new approach for a class of nonlinear boundary value problems
with multiple solutions, Journal of the Association of Arab Universities for Basic and Applied
Sciences, 17 no. 1 (2015), pp. 27-35.

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17,2019 AJMAA


http://ajmaa.org

[5]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

SOLVING TWO POINT BOUNDARY VALUE PROBLEMS 15

S. S. SAMAEE, O. YAZDANPANAH, D. D. GANIJI, A. A. MOFIDI, Analytical solution for a
suspension bridge by applying HPM and VIM, International Journal of Computer Mathematics,
92, no. 4 (2015), pp. 782-801.

G. AKRAM, M. SADAF, Application of homotopy analysis method to the solution of ninth order
boundary value problems in AFTI-F16 fighters, Journal of the Association of Arab Universities for
Basic and Applied Sciences, 24 (2017), pp. 149-155.

P. ROUL, A fast and accurate computational technique for efficient numerical solution of nonlin-
ear singular boundary value problems, International Journal of Computer Mathematics, 96 no. 1
(2019), pp. 51-72.

P. S. SATTARI, A. SHIDFAR, Application of weighted homotopy analysis method to solve an
inverse source problem for wave equation, Inverse Problems in Science and Engineering, 27 no. 1
(2019), pp. 61-88.

R. SINGH, AM. WAZWAZ, J. KUMAR, An efficient semi-numerical technique for solving non-
linear singular boundary value problems arising in various physical models, International Journal
of Computer Mathematics, 93 no. 8 (2016), pp. 1330-1346.

G. AKRAM, TA. ASLAM, Solution of fourth order three-point boundary value problem using
ADM and RKM, Journal of the Association of Arab Universities for Basic and Applied Sciences,
(2016).

HO. BAKODAH, NA. AL-ZAID, Computational approaches to initial-boundary value problems
with Neumann boundary conditions, Journal of Taibah University for Science, 12, no. 5 (2018),
pp. 612-619.

H. AMINIKHAH, The combined Laplace transform and new homotopy perturbation methods for
stiff systems of ODEs, Applied Mathematical Modelling,36 no. 8 (2012), pp. 3638-3644.

SA. EDALATPANAH, MM. RASHIDI, On the application of homotopy perturbation method for
solving systems of linear equations, International Scholarly Research Notices, (2014).

N. FATIMA, Homotopy perturbation method for solving Boussinesq and Fishers type equations,
InComputational Intelligence and Communication Technology (CICT), 2016 Second International
Conference on (2016) Feb 12 (pp. 478-483), IEEE.

I. ATEA§, PA. ZEGELING, A homotopy perturbation method for fractional-order advection-
diffusion-reaction boundary-value problems, Applied Mathematical Modelling, 47 (2017), pp. 425-
441.

H. HOSSEINZADEH, H. JAFARI, MR. GHOLAMI, DD. GANIJI, Solving a class of boundary
value problems in structural engineering and fluid mechanics using homotopy perturbation and
adomian decomposition methods, Italian J. Pure Appl. Math, 37 (2017), pp. 687-698.

HE, JI-HUAN, "Homotopy perturbation technique," Computer methods in applied mechanics and
engineering, 178 no. 3-4 (1999), pp. 257-262.

JH. HE, A coupling method of a homotopy technique and a perturbation technique for non-linear
problems, International journal of non-linear mechanics, 35 no. 1 (2000), pp. 37-43.

Y. KHAN, Q. WU, Homotopy perturbation transform method for nonlinear equations using
He4AZs polynomials, Computers and Mathematics with Applications, 61 no. 8 (2011), pp. 1963-
1967.

M. MADANI, M. FATHIZADEH, Y. KHAN, A. YILDIRIM, On the coupling of the homotopy
perturbation method and Laplace transformation, Mathematical and Computer Modelling, 53 no.
9-10 (2011), pp. 1937-1945.

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17,2019 AJMAA


http://ajmaa.org

16

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

ASEM AL NEMRAT AND ZARITA ZAINUDDIN™*

H. VAAZQUEZ-LEAL, U. FILOBELLO-NIASO, R. CASTAASEDA-SHEISSA, L.
HERNAANDEZ-MARTABNEZ, A. SARMIENTO-REYES, Modified HPMs inspired by
homotopy continuation methods, Mathematical Problems in Engineering, (2012).

P. D. ARIEL , M. I. SYAM, Q. M. AL-MDALLAL, The extended homotopy perturbation method
for the boundary layer flow due to a stretching sheet with partial slip, International Journal of
Computer Mathematics, 90 no. 9 (2013), pp. 1990-2002.

M. R. TABESHPOUR, R. SHOGHI, Nonlinear dynamic analysis of TLP surge motion using ho-
motopy perturbation method, Ships and Offshore Structures,9 no. 6 (2014), pp. 569-577.

R. TRIPATHI, HK. MISHRA, Homotopy perturbation method with Laplace Transform (LT-HPM)
for solving LaneAASEmden type differential equations (LETDEs), SpringerPlus, 5 no. 1 (2016).

A.NEAMATY, B. AGHELI, R. DARZI, Applications of homotopy perturbation method and Elzaki
transform for solving nonlinear partial differential equations of fractional order, Theory Approx.
Appl, 6 (2016), pp. 91-104.

U. FILOBELLO-NIASO, H. VAAZQUEZ-LEAL, Y. KHAN, M. SANDOVAL-HERNANDEZ,
A. PEREZ-SESMA, A. SARMIENTO-REYES, B. BENHAMMOUDA, VM. JIMENEZ-
FERNANDEZ, J. HUERTA-CHUA, SE. HERNANDEZ-MACHUCA, JM. MENDEZ-PEREZ, Ex-
tension of Laplace transformaAShomotopy perturbation method to solve nonlinear differential
equations with variable coefficients defined with Robin boundary conditions, Neural Computing
and Applications, 28 no. 3 (2017), pp. 585-595.

V. MARINCA, R. D. ENE, Optimal homotopy perturbation method for nonlinear differential equa-
tions governing MHD Jeffery-Hamel flow with heat transfer problem, Open Physics, 15 no. 1
(2017), pp. 42-57.

CR. MOUTSINGA, E. PINDZA, E. MARE, Homotopy perturbation transform method for pricing
under pure diffusion models with affine coefficients, Journal of King Saud University-Science, 30
no. 1 (2018), pp. 1-13.

J. SINGH, S. DEVENDRA, Homotopy perturbation Sumudu transform method for nonlinear equa-
tions, Adv. Theor. Appl. Mech, 4 no. 4 (2011), pp. 165-175.

J. SINGH, YS. SHISHODIA, An efficient analytical approach for MHD viscous flow over a stretch-
ing sheet via homotopy perturbation sumudu transform method, Ain Shams Engineering Journal, 4
no. 3 (2013), pp. 549-555.

A. PATRA, SS. RAY, Homotopy perturbation sumudu transform method for solving convective ra-
dial fins with temperature-dependent thermal conductivity of fractional order energy balance equa-
tion, International Journal of Heat and Mass Transfer, 76 (2014), pp. 162-170.

H. LATIFIZADEH, Application of homotopy perturbation Sumudu transform method for solving
heat and wave-like equations, Malaysian Journal of Mathematical Science, 7 no. 1 (2013), pp.
79-95.

SUSHILA, J. SINGH, Y. S. SHISHODIA, A modified analytical technique for Jeffery-Hamel flow
using sumudu transform, Journal of the Association of Arab Universities for Basic and Applied
Sciences, 16 no. 1 (2014), pp. 11-15.

A. ATANGANA, Extension of the Sumudu homotopy perturbation method to an attractor for one-
dimensional KelleraASSegel equations, Applied Mathematical Modelling, 39 no. 10-11 (2015), pp.
2909-2916.

AE. HAMZA, Solution of Linear and Nonlinear Differential Equations by Combind Homotopy
Perturbation Method and Sumudu Transform, Doctoral dissertation, Sudan University of Science
and Technology, 2016.

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17,2019 AJMAA


http://ajmaa.org

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

SOLVING TWO POINT BOUNDARY VALUE PROBLEMS 17

D. SHARMA, P. SINGH, S. CHAUHAN, Homotopy perturbation sumudu transform method with
HeaAZs polynomial for solutions of some fractional nonlinear partial differential equations, Inter-
national Journal of Nonlinear Science, 21 no. 2 (2016), pp. 91-97.

J. SINGH, D. KUMAR, JJ. NIETO, A reliable algorithm for a local fractional tricomi equation
arising in fractal transonic flow, Entropy, 18 no. 6 (2016), pp. 206.

D. KUMAR, J. SINGH, D. BALEANU, A hybrid computational approach for KleinAASGordon
equations on Cantor sets, Nonlinear Dynamics, 87 no. 1 (2017), pp. 511-517.

MM. KHADER, Application of homotopy perturbation method for solving nonlinear fractional
heat-like equations using Sumudu transform, Scientia Iranica, Transaction B, Mechanical Engi-
neering, 24 no. 2 (2017), pp. 648.

M. OUAFOUDI, F. GAO, Exact Solution of Fractional Black-Scholes European Option Pricing
Equations, Applied Mathematics, 9 no. 01 (2018), pp. 86.

A. AL-NEMRAT, Z. ZAINUDDIN, Homotopy perturbation Sumudu transform method for solving
nonlinear boundary value problems, In AIP Conference Proceedings (2018) Jun 28 (Vol. 1974, No.
1, p. 020109), AIP Publishing.

A. AL-NEMRAT, Z. ZAINUDDIN, Sumudu Transform with Modified Homotopy Perturbation
Method to Solve Two Point Singular Boundary Value Problems, In Journal of Physics: Conference
Series, (2018) Nov (Vol. 1123, No. 1, p. 012023), IOP Publishing.

GK. WATUGALA, Sumudu transform: a new integral transform to solve differential equations and
control engineering problems, Integrated Education, 24 no. 1 (1993), pp. 35-43.

AJMAA, Vol. 16, No. 2, Art. 5, pp. 1-17, 2019 AJMAA


http://ajmaa.org

	1. Introduction
	2. Homotopy Perturbation Method (HPM)
	3. Sumudu Transform (ST)
	4. Modified Sumudu Transform Homotopy Perturbation Method (MSTHPM)
	5. CASE STUDIES
	Mixed Boundary Conditions
	The STHPM Method
	The MSTHPM Method
	Neumann Boundary Conditions
	The STHPM Method
	The MSTHPM Method
	6. Conclusions
	References

