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1. I NTRODUCTION

Let C be a nonempty closed and convex subset of a real Hilbert spaceH andS : C → C be
any nonlinear mapping. Then,S is calledL-Lipschitzianif there exists a constantL > 0 such
that

‖Sx− Sy‖ ≤ L‖x− y‖ ∀ x, y ∈ C,

if L = 1, thenS is callednonexpansive. A point x ∈ C is called afixed pointof S if Sx = x.
Throughout this paper, we shall denote the set of fixed points ofS by F(S). A mappingS :
C → C is said to be
(i) monotone, if

〈Sx− Sy, x− y〉 ≥ 0, ∀x, y ∈ C,

(ii) µ-strongly monotone, if there exists a constantµ > 0 such that

〈Sx− Sy, x− y〉 ≥ µ‖x− y‖2, ∀x, y ∈ C,

(iii) µ-inverse strongly monotone, if there exists a constantµ > 0 such that

〈Sx− Sy, x− y〉 ≥ µ‖Sx− Sy‖2, ∀x, y ∈ C,

(iv) firmly nonexpansive, if

〈Sx− Sy, x− y〉 ≥ ‖Sx− Sy‖2, ∀x, y ∈ C.

A mappingT : C → H is said to be relaxedη − α monotone (see [8]), if there exists a
mappingη : C × C → H and a functionα : H → R positively homogeneous of degreep (i.e.,
α(tz) = tpα(z) for all t > 0 andz ∈ H, wherep > 1) such that

〈Tx− Ty, η(x, y)〉 ≥ α(x− y) ∀x, y ∈ C.

In particular, ifη(x, y) = x − y, ∀x, y ∈ C, T is called relaxedα-monotone. Furthermore, if
η(x, y) = x − y, ∀x, y ∈ C andα(z) = µ||z||p, wherep > 1 andµ > 0 are constants, thenT
is calledp-monotone [12, 23]. In fact, ifp = 2, thenT is calledµ-strictly monotone (see [24]).
Clearly, every monotone mapping is relaxedη-α monotone withη(x, y) = x− y ∀x, y ∈ C and
α = 0. Thus, inverse strongly monotone mappings are relaxedη-α monotone. The following is
an example of a relaxedη-α monotone mapping.

Example 1.1. [7] Let H = R2 and C = [0, 1] × [0, 1]. Define a mappingT : C → H by
T (x1, x2) = (x1, x2) ∀(x1, x2) ∈ C, α : H → R byα(x1, x2) = 3x2

1 +3x2
2 andη : C×C → H

by η((x1, x2), (y1, y2)) = (4(x1 − y1), 4(x2 − y2)) ∀(x1, x2) × (y1, y2) ∈ C × C. Then,T is
relaxedη-α monotone.

Recall that a mappingF : C → C is said to be averaged nonexpansive if∀x, y ∈ C, F =
(1 − β)I + βS holds for a nonexpansive operatorS : C → C andβ ∈ (0, 1). In this case,
we say thatF is β-averaged. The term "averaged mapping" was coined by Biallonet al. [4].
Moreover,F is firmly nonexpansive if and only ifF can be expressed asF = 1

2
(I + S), where

S is nonexpansive (see [20]). Thus, we make the following remark which can be easily verified
(see, also [13, 14]).

Remark 1.1. In a Hilbert space,F is firmly nonexpansive if and only if it is averaged with
β = 1

2
.

The metric projectionPC is a map defined onH onto C which assigns to eachx ∈ H, the
unique point inC, denoted byPCx such that

||x− PCx|| = inf{||x− y|| : y ∈ C}.
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It is well known thatPCx is characterized by the inequality〈x− PCx, z − PCx〉 ≤ 0, ∀z ∈ C
andPC is a firmly nonexpansive mapping. Thus,PC is nonexpansive. For more information on
metric projections, see [10, 6].
The Equilibrium Problem (EP) (in the sense of Blum and Oettli [1]) is to findx ∈ C such that

φ(x, y) ≥ 0 ∀y ∈ C,(1.1)

whereφ : C×C → R is a bifunction. We denote the solution set of EP (1.1) byG(φ). To solve
the EP, the bifunctonφ is assumed to satisfy the following conditions:

(A1) φ(x, x) = 0 for all x ∈ C;
(A2) φ is monotone; that isφ(x, y) + φ(y, x) ≤ 0 for all x, y ∈ C;
(A3) for all x, y ∈ C, lim

t→0
φ(tz + (1− t)x, y) ≤ φ(x, y);

(A4) for all x ∈ C, φ(x, .) is convex and lower semicontinuous.

The Mixed Equilibrium Problem (MEP) is to findx ∈ C such that

φ(x, y) + 〈Tx, y − x〉+ f(y)− f(x) ≥ 0 ∀y ∈ C,(1.2)

whereφ : C × C → R is a bifunction,T is some nonlinear mapping andf : C → (−∞, +∞]
is a proper convex and lower semi continuous function. The solution set of (1.2) is denoted by
G(φ, T, f).
Equilibrium problems and mixed equilibrium problems are known to be one of the most suc-
cessful tools in many fields such as physics, economics, engineering, computer science, among
others for solving problems like linear and nonlinear programming, variational inequality prob-
lems, fixed point problems, optimization problems and others (for example, see [3, 9, 17, 18]).
The MEP have been studied widely by many authors in the case whereT is an inverse strongly
monotone mapping (for example, see [3, 9] and the references therein). Since the introduction
of the relaxed monotone mapping by Fang and Huang [8], authors are now beginning to study
MEP for the case whereT is a relaxed monotone mapping. For instance, Wanget al. [24]
introduced the following iterative algorithm for solving MEP (in the case wheref = 0) and
fixed point problem for a nonexpansive mapping in Hilbert space:

x1 ∈ C chosen arbitrarily,

φ(un, y) + 〈Tun, η(y, un)〉+ 1
rn
〈y − un, un − xn〉 ≥ 0 ∀y ∈ C,

yn = αnxn + (1− αn)βnSxn + (1− αn)(1− βn)un,

Cn = {z ∈ C : ||yn − z|| ≤ ||xn − z||},
Qn = ∩n

j=1Cj,

xn+1 = PQnx1, n ≥ 1,

(1.3)

whereφ is a bifunction satisfying(A1)-(A4), T is a relaxedη-α monotone mapping and
S : C → C is nonexpansive. Under some conditions on the control sequences{αn}, {βn}
and{rn}, they obtained strong convergence of Algorithm (1.3) to a solution of the mixed equi-
librium problem (in whichf = 0), which is also a fixed point ofS.
Recently, Chenet al. [7] studied the MEP with the relaxed monotone mapping in uniformly
convex and uniformly smooth Banach space. They proposed the following algorithm to ap-
proximate a common solution of the MEP and fixed point problem for quasi-φ nonexpansive
mapping:
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(1.4)

x1 = x ∈ C is chosen arbitrarily,

yn = J−1(αnJxn + (1− αn)JSxn),

un ∈ C such that

φ(un, y) + 〈Aun, η(y, un)〉+ f(y)− f(un) + 1
rn
〈y − un, Jun − Jyn〉 ≥ 0 ∀y ∈ C,

Cn = {z ∈ C : ||yn − z|| ≤ ||xn − z||},
Qn = ∩n

j=1Cj,

xn+1 = PQnx1, n ≥ 1,

whereφ is a bifunction satisfying(A1)-(A4), T is a relaxedη-α monotone mapping,f : C →
R ∪ {+∞} is a proper convex and lower semi continuous function andS is a quasi-φ nonex-
pansive mapping fromC to C. Under some certain assumptions on the parameter sequences
{αn} and{rn}, they obtained strong convergence of (1.4) to common solution of MEP and
fixed point problem forS.
Motivated by the works of Wanget al. [24] and Chenet al. [7], we introduce and study
the following Split Generalized Mixed Equilibrium Problem (SGMEP) which involves relaxed
monotone mappings:

Findx ∈ C1 such thatx ∈ G(φ1, T1, f1, F ),(1.5)

andAx = y ∈ C2 such thaty ∈ (G(φ2, T2, f2) ∩ F(S)) ,(1.6)

whereC1 andC2 are nonempty closed and convex subsets ofH1 andH2 respectively,A : C1 →
C2 is a bounded linear mapping,φ1 : C1×C1 → R andφ2 : C2×C2 → R are bifunctions,T1 :
C1 → C1 andT2 : C2 → C2 are relaxedη-α monotone mappings,f1 : C1 → (−∞, +∞] and
f2 : C2 → (−∞, +∞] are proper convex and lower semicontinuous functions,S : C2 → C2 is
a nonlinear mapping andF : C1 → C1 is aµ-inverse strongly monotone mapping. Throughout
this paper, we denote byΓ, the solution set of SGMEP (1.5)-(1.6). If we consider SGMEP
(1.5)-(1.6) separately, then we denote byG(φ1, T1, f1, F ) the solution set of the problem: Find
x ∈ C such that

φ(x, z) + 〈Tx− η(z, x)〉+ f(z)− f(x) + 〈Fx, z − x〉 ≥ 0 ∀z ∈ C,

and byG(φ1, T1, f1) the solution set of the problem: Findy ∈ C such that

φ(y, z) + 〈Ty − η(z, y)〉+ f(z)− f(y) + 〈Fy, z − y〉 ≥ 0 ∀z ∈ C.

Remark 1.2. We observe that, to prove strong convergence results for MEP and other related
optimization problems, the CQ (modified Haugazeau) algorithms are often used. In some other
cases (where algorithms other than the CQ algorithm are used), some compactness conditions
are assumed on the operators under consideration, or the proof maybe divided into two cases
which may result to a very long proof (see, for example [7, 13, 14, 15, 16, 21, 24, 25, 26] and
the references therein). On this note, Shehu and Iyiola [22] in 2017, proposed the following
modified proximal split feasibility iterative algorithm:

Algorithm 1.1. (1) Given the initial pointsx1, u ∈ H1

(2) Setn = 1 and compute:
(3) yn = αnu + (1− αn)xn

(4) Θ(yn) = ||A∗(I − proxλg)Ayn + (I − proxλf )yn||
(5) zn = yn − ρn

h(yn)+l(yn)
Θ2(yn)

(
A∗(I − proxλg)Ayn + (I − proxλf )yn

)
(6) xn+1 = (1− βn)yn + βnzn.
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(7) If A∗(I − proxλg)Ayn = 0 = (I − proxλf )yn andxn+1 = xn, then stop, otherwise
(8) setn = n + 1 and repeat step (3)-(6),

whereh(yn) := 1
2
||(I − proxλg)Ayn||2, l(yn) := 1

2
||(I − proxλf )yn||2, and the sequences

{αn}, {βn} and{ρn} satisfy the following conditions:

(i) {αn} ⊂ (0, 1) such that lim
n→∞

αn = 0 and
∑∞

n=1 αn = ∞.

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, for all n ∈ N.

(iii) lim inf
n→∞

ρn(4− ρn) > 0.

Furthermore, Shehu and Iyiola [22] obtained strong convergence of Algorithm 1.1 to a solu-
tion of the following Proximal Split Feasibility Problem (PSFP): Findx ∈ H1 such that

min
x∈H1

{f(x) + g(Ax)},(1.7)

whereA : H1 → H2 is a bounded linear mapping,f : H1 → (−∞, +∞] andg : H2 →
(−∞, +∞] are proper convex and lower semi-continuous functions.

Remark 1.3. As observed by Shehu and Iyiola [22], the termination test in the above algorithm
(Algorithm 1.1) is justified by the fact that, ifA∗(I − proxλg)Ayn = 0 = (I − proxλf )yn and
xn+1 = xn, thenxn solves (1.7). This is becauseA∗(I − proxλg)Ayn = 0 = (I − proxλf )yn

implies thatyn is a solution of (1.7). Also, from Algorithm 1.1,A∗(I − proxλg)Ayn = 0 =
(I − proxλf )yn implies thatzn = yn andxn+1 = yn. So that, ifxn+1 = xn, then we get that
xn = yn and hence,xn is a solution of (1.7). Therefore, Algorithm 1.1 is well-defined.

Inspired by the above work of Shehu and Iyiola [22], we obtain strong convergence results
for solving our proposed SGMEP (1.5)-(1.6) without using any of the methods mentioned in
Remark 1.2, and the method of proof which we adopted appears to be more shorter and easier
to read. Our results extends and improves the results of Wanget al. [24], Chenet al. [7], Shehu
and Iyiola [22], and many other results in literature.

2. PRELIMINARIES

We state some useful results which will be needed in proving our main results.

Lemma 2.1. [5][11] Let H be a real Hilbert space, then for allx, y ∈ H andα ∈ (0, 1), the
following hold:

(i) 2〈x, y〉 = ||x||2 + ||y||2 − ||x− y||2 = ||x + y||2 − ||x||2 − ||y||2,
(ii) ||x + y||2 ≤ ||y||2 + 2〈x, x + y〉,

(iii) ‖αx + (1− α)y‖2 = α‖x‖2 + (1− α)‖y‖2 − α(1− α)‖x− y‖2.

Lemma 2.2. [27] LetH be a real Hilbert space andT : H → H be a nonlinear mapping, then
T is nonexpansive if and only ifI − T is 1

2
-inverse strongly monotone.

Lemma 2.3. [7] LetC be a nonempty, closed and convex subset of a real Hilbert spaceH and
T : C → H be a relaxedη − α monotone mapping. Letφ : C × C → R be a bifunction
satisfying(A1)− (A4) andf : C → R∪{+∞} be a proper convex function. Forr > 0, define
the resolvent mappingTr : H → C associated withφ, T andf by

Trx = {z ∈ C : φ(z, y) + 〈Tz, η(y, z)〉+ f(y)− f(z) +
1

r
〈y − z, z − x〉 ≥ 0, y ∈ C},(2.1)

for all x ∈ H, and assume that

(i) η(x, y) + η(y, x) = 0 ∀ x, y ∈ C,
(ii) for anyx, y ∈ C, α(x− y) + α(y − x) ≥ 0.
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Then the following hold:

(1) Tr is single-valued,
(2) F (Tr) = G(φ, T, f).

Lemma 2.4. [28] LetC be a nonempty, closed and convex subset of a real Hilbert spaceH and
S : C → C be a nonexpansive mapping. ThenI − T is demiclosed at0 (i.e., if {xn} converges
weakly tox ∈ C and{xn − Txn} converges strongly to0, thenx = Tx).

Lemma 2.5. [19] Let{an} be a sequence of non-negative numbers such that

an+1 ≤ (1− αn)an + αnγn,

where{γn} is a sequence of real numbers bounded from above and{αn} ⊂ [0, 1] satisfies∑
αn = ∞. Then,

lim sup
n→∞

an ≤ lim sup
n→∞

γn.

3. M AIN RESULTS

Lemma 3.1. Let H be a real Hilbert space andC be a nonempty closed and convex subset of
H. LetT : C → C be a relaxedη-α-monotone mapping andφ : C × C → R be a bifunction
satisfying(A2). Let f : C → (−∞, +∞] be a proper convex function andF : C → C be a
µ-inverse strongly monotone mapping. Assume that the following conditions are satisfied:

(i) η(x, y) + η(y, x) = 0 ∀x, y ∈ C,
(ii) for anyx, y ∈ C, α(x− y) + α(y − x) ≥ 0.

Then, for eachr > 0,

(i) Tr is nonexpansive,
(ii) ||Trx− y||2 + ||Trx− x||2 ≤ ||x− y||2 ∀x ∈ H andy ∈ F(Tr),

(iii) for 0 < r ≤ s, we have that||Trx− Tsx|| ≤ ||x− Tsx|| ∀x ∈ H,
(iv) z ∈ G(φ, T, f, F ) if and only ifz = Tr(I − rF )z,
(v) for r ∈ (0, 2µ), Tr(I − rF ) is averaged.

Proof. (i) Let x, y ∈ H, then we obtain from (2.1) that

φ(Trx, w) + 〈T (Trx), η(w, Trx)〉+ f(w)− f(Trx) +
1

r
〈w − Trx, Trx− x〉 ≥ 0 ∀ w ∈ C.

In particular, we have

φ(Trx, Try) + 〈T (Trx), η(Try, Trx)〉+ f(Try)− f(Trx) +
1

r
〈Try − Trx, Trx− x〉 ≥ 0.

Similarly, we have that

φ(Try, Trx) + 〈T (Try), η(Trx, Try)〉+ f(Trx)− f(Try) +
1

r
〈Trx− Try, Try − y〉 ≥ 0.

Adding both inequalities, and using assumption (i) and (A2), we obtain

〈T (Trx)− T (Try), η(Try, Trx)〉+
1

r
〈Try − Trx, Trx− x− Try + y〉 ≥ 0.

SinceT is relaxedη-α monotone, we obtain that

〈Try − Trx, (Trx− x)− (Try − y)〉 ≥ r〈T (Try)− T (Trx), η(Try, Trx)〉
≥ rα(Try − Trx).(3.1)

By exchangingx andy in (3.1), we obtain

〈Trx− Try, (Try − y)− (Trx− x)〉 ≥ rα(Trx− Try).(3.2)
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Adding (3.1) and (3.2), and using assumption (ii), we obtain

2〈Trx− Try, (Try − y)− (Trx− x)〉 ≥ 0.

That is,

〈Trx− Try, Trx− Try〉 ≤ 〈Trx− Try, x− y〉,(3.3)

which implies
||Trx− Try||2 ≤ ||Trx− Try||||x− y||,

and this gives that
||Trx− Try|| ≤ ||x− y||.

(ii) From (3.3), we obtain that

||Trx− Try||2 ≤ 〈Trx− Try, x− y〉.
That is,Tr is firmly nonexpansive. Thus, for eachx ∈ H, y ∈ F (Tr), we obtain from Lemma
2.1(i) that

||Trx− y||2 ≤ 〈Trx− y, x− y〉

=
1

2

(
||Trx− y||2 + ||y − x||2 − ||Trx− x||2

)
.(3.4)

That is,
||Trx− y||2 + ||Trx− x||2 ≤ ||y − x||2.

(iii) Let z = Trx andw = Tsx, from (2.1), we have

(3.5) φ(z, w) + 〈Az, η(w, z)〉+ f(w)− f(z) +
1

r
〈w − z, z − x〉 ≥ 0.

Similarly we obtain that

(3.6) φ(w, z) + 〈Aw, η(z, w)〉+ f(z)− f(w) +
1

s
〈z − w, w − x〉 ≥ 0.

Adding equation (3.5) and (3.6), we obtain from assumption (i) that

φ(z, w) + φ(w, z) + 〈Az − Aw, η(w, z)〉+
1

r
〈w − z, z − x〉+

1

s
〈z − w, w − x〉 ≥ 0.(3.7)

Using condition(A2), we have

1

r
〈w − z, z − x〉+

1

s
〈z − w, w − x〉 ≥ 〈Aw − Az, µ(w, z)〉 ≥ α(w − z),(3.8)

Observe that adding (3.5) and (3.6), and using assumption (i) and (A2), one can also get that

〈Aw − Az, η(z, w)〉+
1

r
〈w − z, z − x〉+

1

s
〈z − w,w − x〉 ≥ 0,

which by the definition ofT implies

1

s
〈z − w, w − x〉+

1

r
〈w − z, z − x〉 ≥ α(z − w).(3.9)

Adding (3.8) and (3.9), and using condition (ii), we have

2

(
1

r
〈w − z, z − x〉+

1

s
〈z − w,w − x〉

)
≥ 0,(3.10)

which implies that

〈x− z, z − w〉 ≥ r

s
〈x− w, z − w〉.
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Thus, from Lemma 2.1 (i), we have that

||x− w||2 − ||x− z||2 − ||z − w||2 ≥ r

s

(
||x− w||2 + ||w − z||2 − ||x− z||2

)
.(3.11)

Sincer
s
≤ 1, we obtain that(

1 +
r

s

)
||z − w||2 ≤

(
1− r

s

)
||x− w||2.

So that

||z − w||2 ≤
(

s− r

s + r

)
||x− w||2 ≤ ||x− w||2.(3.12)

Hence,||Trx− Tsx|| ≤ ||x− Tsx|| ∀x ∈ H.
(iv)

z ∈ G(φ, T, f, F ) ⇐⇒ φ(z, y) + 〈Tz − η(y, z)〉+ f(y)− f(z) + 〈Fz, y − z〉 ≥ 0 ∀y ∈ C

⇐⇒ φ(z, y) + 〈Tz, η(y, z)〉+ f(y)− f(z) +
1

r
〈z − (z − rFz), y − z〉 ≥ 0

⇐⇒ φ(z, y) + 〈Tz, η(y, z)〉+ f(y)− f(z) +
1

r
〈z − (I − rF )z, y − z〉 ≥ 0

⇐⇒ z = Tr(I − rF )z.

(v) We first observe that forr ∈ (0, 2µ), (I − rF ) is r
2µ

-averaged. Also, sinceTr is firmly
nonexpansive, we have thatTr is averaged. Hence, the compositionTr(I − rF ) is averaged for
r ∈ (0, 2µ).

Under the assumptions of Lemma 3.1, we make the following remark.

Remark 3.1. (i)Since every averaged mapping is nonexpansive, we have from Lemma 3.1 (v)
thatTr(I − rF ) is nonexpansive forr ∈ (0, 2µ).
(ii) For r ∈ (0, 2µ), we obtain from Remark 1.1 and Lemma 3.1 (v) thatTr(I − rF ) is firmly
nonexpansive. Thus, for anyx ∈ H andy ∈ F (Tr(I − rF )) with r ∈ (0, 2µ), we have from
Lemma 2.1 (i) that

||Tr(I − rF )x− y||2 ≤ 〈Tr(I − rF )x− y, x− y〉

=
1

2

[
||Tr(I − rF )x− y||2 + ||x− y||2 − ||Tr(I − rF )x− x||2

]
,

which implies

||y − Tr(I − rF )x||2 + ||x− Tr(I − rF )x||2 ≤ ||y − x||2.

Lemma 3.2. Let H be a real Hilbert space andC be a nonempty closed and convex subset of
H. LetT : C → H be a relaxedη-α-monotone mapping andφ : C × C → R be a bifunction
satisfying(A2). Letf : C → (−∞, +∞] be a proper convex function andF : C → H be any
nonlinear mapping. Assume that the following conditions are satisfied:

(i) η(x, y) + η(y, x) = 0 ∀x, y ∈ C,
(ii) for anyx, y ∈ C, α(x− y) + α(y − x) ≥ 0.

Then, for0 < r ≤ s, we have that||Tr(I−rF )x−Ts(I−sF )x|| ≤ ||x−Ts(I−sF )x|| ∀x ∈ H.

Proof. Let z = Tr(I − rF )x andw = Ts(I − sF )x, from (2.1), we have

(3.13) φ(z, w) + 〈Az, η(w, z)〉+ f(w)− f(z) +
1

r
〈w − z, z − (I − rF )x〉 ≥ 0.
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Similarly, we obtain that

(3.14) φ(w, z) + 〈Aw, η(z, w)〉+ f(z)− f(w) +
1

s
〈z − w, w − (I − sF )x〉 ≥ 0.

Thus, following the same line of arguments as in (3.7)-(3.10), we obtain that

2

(
1

r
〈w − z, z − (I − rF )x〉+

1

s
〈z − w,w − (I − sF )x〉

)
≥ 0.

That is,

〈x− z − rFx, z − w〉 − r

s
〈x− w − sFx, z − w〉 ≥ 0.

Hence,
〈(x− rFx− z)− (

r

s
x− rFx− r

s
w), z − w〉 ≥ 0,

which implies that

〈x− z, z − w〉 ≥ r

s
〈x− w, z − w〉.

By the same line of arguments as in (3.11)-(3.12), we obtain the desired result

Throughout this paper, we shall writeT (1)
r for the resolvent mapping associated withφ1, T1

andf1, andT
(2)
r for the resolvent mapping associated withφ2, T2 andf2. We also make the

following assumptions

Assumption 3.1. Assume that{αn}, {βn} and{tn} are sequences of real numbers satisfying
the following:

(i) {αn} ⊂ (0, 1) such that lim
n→∞

αn = 0 and
∑∞

n=1 αn = ∞.

(ii) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1, for all n ∈ N.

(iii) lim inf
n→∞

tn(2− tn) > 0.

Leth(x) := 1
2
||(I − ST

(2)
r )Ax||2 andl(x) := 1

2
||(I − T

(1)
r (I − rF ))x||2. Then, we consider the

following algorithm to study problem(1.5)-(1.6).

Algorithm 3.1. (1) Let{αn}, {βn} and{tn} be such that Assumption 3.1 is satisfied
(2) Given the initial pointx1 ∈ C1

(3) Setn = 1 and compute:
(4) yn = αng(xn) + (1− αn)xn

(5) Θ(yn) = ||A∗(I − ST
(2)
rn )Ayn + (I − T

(1)
rn (I − rnF ))yn||

(6) zn = yn − tn
h(yn)+l(yn)

Θ2(yn)

(
A∗(I − ST

(2)
rn )Ayn + (I − T

(1)
rn (I − rnF ))yn

)
(7) xn+1 = (1− βn)yn + βnzn.
(8) If A∗(I−ST

(2)
rn )Ayn = 0 = (I−T

(1)
rn (I−rnF ))yn andxn+1 = xn, then stop, otherwise

(9) setn = n + 1 and repeat step (4)-(7).
We observe here that, by similar argument as in Remark 1.3, one can easily see that Algorithm
3.1 is well defined. Therefore, using Algorithm 3.1, we present in what follows, our strong
convergence theorem for solving problem(1.5)-(1.6).

Theorem 3.3.LetC1 andC2 be nonempty closed and convex subsets of real Hilbert spacesH1

andH2 respectively, andA : C1 → C2 be a bounded linear mapping. Letφ1 : C1 × C1 → R,
φ2 : C2 × C2 → R be bifunctions satisfying(A1)-(A4) and T1 : C1 → C1, T2 : C2 → C2

be η-hemicontinuous and relaxedη-α monotone mappings. Letf1 : C1 → (−∞, +∞], f2 :
C2 → (−∞, +∞] be proper convex and lower semicontinuous functions andF : C1 → C1 be
a µ-inverse strongly monotone mapping. LetS : C2 → C2 be a nonexpansive mapping and
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g : C1 → C1 be a contraction with constantk. Suppose thatΓ 6= ∅ and{rn} is a real sequence
such that0 < r ≤ rn ≤ b < 2µ. Then, the sequence generated by Algorithm 3.1 converges
strongly toz ∈ Γ, wherez = PΓg(z).

Proof. Let z ∈ PΓg(z) andJrn = T
(1)
rn (I − rnF )), thenz = Jrnz andAz = ST

(2)
rn (Az). Also,

since0 < r ≤ rn ≤ b < 2µ, we have from Remark 3.1(i) thatJrn is nonexpansive. Again, from
Lemma 3.1 (i), we obtain thatS ◦ T

(2)
rn is nonexpansive. Thus, by Lemma 2.2, we obtain that

〈(I − ST (2)
rn

)Ayn, Ayn − Az〉 = 〈(I − ST (2)
rn

)Ayn − (I − ST (2)
rn

)Az, Ayn − Az〉

≥ 1

2
||(I − ST (2)

rn
)Ayn − (I − ST (2)

rn
)Az||2

= h(yn).(3.15)

Similarly, we obtain that

〈(I − Jrn)yn, yn − z〉 ≥ l(yn).(3.16)

From Lemma 2.1 (i), (3.15), (3.16) and Algorithm 3.1, we obtain

||zn − z||2 = ||yn − z||2 − 2tn
h(yn) + l(yn)

Θ2(yn)
〈A∗(I − ST (2)

rn
)Ayn + (I − Jrn)yn, yn − z〉

+
t2n(h(yn) + l(yn))2

Θ4(yn)
||A∗(I − ST (2)

rn
)Ayn + (I − Jrn)yn||2

= ||yn − z||2 − 2tn
h(yn) + l(yn)

Θ2(yn)

[
〈(I − ST (2)

rn
)Ayn, Ayn − Az〉+ 〈(I − Jrn)yn, yn − z〉

]
+

t2n(h(yn) + l(yn))2

Θ2(yn)

≤ ||yn − z||2 − 2tn
h(yn) + l(yn)

Θ2(yn)
(h(y) + l(yn)) +

t2n(h(yn) + l(yn))2

Θ2(yn)

= ||yn − z||2 − tn(2− tn)

[
(h(yn) + l(yn))2

Θ2(yn)

]
.(3.17)

Now, observe from Algorithm 3.1 that

xn+1 − yn = βn(zn − yn).(3.18)

Thus, we obtain from Algorithm 3.1 that

||xn+1 − z||2 = ||(yn − z)− βn(yn − zn)||2

= ||yn − z||2 − 2βn〈yn − z, yn − zn〉+ β2
n||yn − zn||2

≤ ||yn − z||2 − βn(1− βn)||yn − zn||2

= ||yn − z||2 − 1

βn

(1− βn)||xn+1 − yn||2.(3.19)
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From Algorithm 3.1, we obtain

||xn+1 − z|| = ||αn(g(xn)− g(z)) + αn(g(z)− z) + (1− αn)(xn − z)||
≤ αnk||xn − z||+ αn||g(z)− z||+ (1− αn)||xn − z||
= (1− αn(1− k))||xn − z||+ αn||g(z)− z||

≤ max

{
||xn − z||, ||g(z)− z||

1− k

}
...

≤ max

{
||x1 − z||, ||g(z)− z||

1− k

}
.

Hence,{xn} is bounded. So are{yn} and{zn}. Now, from (3.18), we obtain

||zn − yn||2 =
1

β2
n

||xn+1 − yn||2 =
αn

βn

(
||xn+1 − yn||2

αnβn

)
.(3.20)

Also, from Algorithm 3.1 and Lemma 2.1 (ii), we obtain

||yn − z||2 = ||αn(g(xn)− g(z)) + αn(g(z)− z) + (1− αn)(xn − z)||2

≤ ||αn(g(xn)− g(z)) + (1− αn)(xn − z)||2 + 2αn〈g(z)− z, yn − z〉
≤ α2

nk
2||xn − z||2 + (1− αn)2||xn − z||2

+2αn(1− αn)〈g(xn)− g(z), xn − z〉+ 2αn〈g(z)− z, yn − z〉
≤ (1− αn)2||xn − z||2 + k2α2

n||xn − z||2 + 2αn〈g(z)− z, yn − z〉
+2αn(1− αn)||g(xn)− g(z)||||xn − z||

≤ (1− αn)2||xn − z||2 + α2
nk

2||xn − z||2 + 2αn〈g(z)− z, yn − z〉
+2αn(1− αn)k||xn − z||2

= (1− 2αn(1− k(1− αn)))||xn − z||2

+α2
n(1 + k2)||xn − z||2 + 2αn〈g(z)− z, yn − z〉

≤ (1− 2αn(1− k))||xn − z||2 − 2αn

[
〈g(z)− z, z − yn〉 −

αn(1 + k2)

2
||xn − z||2

]
(3.21)

From (3.19) and (3.21), we obtain that

||xn+1 − z||2 ≤ (1− 2αn(1− k))||xn − z||2 − 2αn

[
〈g(z)− z, z − yn〉 −

αn(1 + k2)

2
||xn − z||2

]
− 1

βn

(1− βn)||xn+1 − yn||2

= (1− 2αn(1− k))||xn − z||2

−2αn

[
〈g(z)− z, z − yn〉+

1

2αnβn

(1− βn)||xn+1 − yn||2 −
αn(1 + k2)

2
||xn − z||2

]
(3.22)

Let γn = 〈g(z)− z, z − yn〉+ 1
2αnβn

(1− βn)||xn+1 − yn||2 − αn(1+k2)
2

||xn − z||2. Then, (3.22)
becomes

||xn+1 − z||2 ≤ (1− 2αn(1− k))||xn − z||2 − 2αnγn

≤ (1− 2αn(1− k))||xn − z||2 + 2αn(1− k)(−γn).(3.23)

Let δn = 2αn(1 − k). Then, it follows from Assumption 3.1 (i) that
∑∞

n=1 δn = ∞. Also, we
know that{xn} is bounded below (so is{yn}), thus(−γn) is bounded above. Hence, applying
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Lemma 2.5 in (3.23), we obtain that

lim sup
n→∞

||xn − z||2 ≤ lim sup(−γn)

= − lim inf
n→∞

γn.(3.24)

That is,
lim inf
n→∞

γn ≤ − lim sup
n→∞

||xn − z||2.

Thus,lim inf
n→∞

γn exists. Also, by Assumption 3.1 (i), we obtain that

lim inf
n→∞

γn = lim inf
n→∞

(
〈g(z)− z, z − yn〉+

1

2αnβn

(1− βn)||xn+1 − yn||2
)

.

Since{xn} is bounded, there exists a subsequence{xnk
} of {xn} that converges to a point

x∗ ∈ C1, and

lim inf
n→∞

γn = lim
k→∞

(
〈g(z)− z, z − ynk

〉+
1

2αnk
βnk

(1− βnk
)||xnk+1 − ynk

||2
)

.(3.25)

Hence,
{

1
2αnk

βnk

(1− βnk
)||xnk+1 − ynk

||2
}

is bounded. Furthermore, Assumption 3.1 implies

that there existsb ∈ (0, 1) such thatβn ≤ b ≤ 1. Thus,

1

2αnk
βnk

(1− βnk
) ≥ 1

2αnk
βnk

(1− b) > 0,

which implies that
{

1
2αnk

βnk

||xnk+1 − ynk
||2

}
is bounded. Also, Assumption 3.1, implies that

there existsa ∈ (0, 1) such that0 < a ≤ βn. Thus,0 <
αnk

βnk

≤ αnk

a
→ 0, k → ∞. Hence, we

obtain from (3.20) and the fact that
{

1
αnk

βnk

||xnk+1 − ynk
||2

}
is bounded that

lim
k→∞

||znk
− ynk

|| = 0.(3.26)

From Algorithm 3.1 and (3.26), we obtain that

||xnk+1 − ynk
|| = βnk

||znk
− ynk

|| → 0, k →∞.(3.27)

Again, we obtain from Algorithm 3.1 that

||ynk
− xnk

|| = αnk
||g(xnk

)− xnk
|| → 0, k →∞.(3.28)

From (3.27) and (3.28), we obtain that

lim
k→∞

||xnk+1 − xnk
|| = 0.(3.29)

Also, from (3.17) and (3.26), we obtain that

tnk
(2− tnk

)

(
(h(ynk

) + l(ynk
))2

Θ2(ynk
)

)
≤ ||ynk

− z||2 − ||znk
− z||2

≤ ||ynk
− znk

||2 + 2||ynk
− znk

||||znk
− z|| → 0, k →∞.

By Assumption 3.1, we obtain thatlim
k→∞

(h(ynk
)+l(ynk

))2

Θ2(ynk
)

= 0. Consequently, we obtain that

lim
k→∞

(h(ynk
) + l(ynk

)) = 0 ⇐⇒ lim
k→∞

h(ynk
) = 0 and lim

k→∞
l(ynk

) = 0.

That is,

lim
k→∞

||Aynk
− ST (2)

rnk
Aynk

|| = 0, and(3.30)
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lim
k→∞

||ynk
− Jrnk

ynk
|| = 0.(3.31)

Now, setvn = T
(2)
rn Ayn, then (3.30) becomeslim

k→∞
||Aynk

− Svnk
|| = 0. Thus, from Lemma 3.1

(ii), we obtain that

||Aynk
− vnk

||2 ≤ ||Aynk
− Az||2 − ||vnk

− Az||2

≤ ||Aynk
− Az||2 − ||Svnk

− SAz||2

≤ ||Aynk
− Svnk

||2 + 2||Aynk
− Svnk

||||Svnk
− SAz|| → 0, k →∞.

That is,

lim
k→∞

||Aynk
− T (2)

rnk
Aynk

|| = 0.(3.32)

Also,

||Aynk
− SAynk

|| ≤ ||Aynk
− Svnk

||+ ||Svnk
− SAynk

||
≤ ||Aynk

− Svnk
||+ ||vnk

− Aynk
|| → 0, k →∞.(3.33)

From (3.32) and Lemma 3.1(iii), we obtain that

||Aynk
− T (2)

r Aynk
|| ≤ ||Aynk

− T (2)
rnk

Aynk
||+ ||T (2)

rnk
Aynk

− T (2)
r Aynk

||

≤ 2||Aynk
− T (2)

rnk
Aynk

|| → 0, k →∞.(3.34)

Again, by Lemma 3.2, we obtain that

||ynk
− Jrynk

|| ≤ ||ynk
− Jrnk

ynk
||+ ||Jrnk

ynk
− Jrynk

||
≤ 2||ynk

− Jrnk
ynk
|| → 0, k →∞.(3.35)

Since{xn} converges weakly tox∗ ∈ C1, we have from (3.28) that there exists a subse-
quence{ynk

} of {yn} such that{ynk
} converges weakly tox∗ ∈ C1. Also, sinceA is a

bounded linear mapping, we have that there exists a subsequence{Aynk
} of {Ayn} that con-

verges weakly toAx∗ ∈ C2. It then follows from Lemma 2.4, (3.33), (3.34) and (3.35) that

Ax∗ ∈
(
F (S) ∩ F (T

(2)
r )

)
andx∗ ∈ F (Jr). Hence,x∗ ∈ Γ.

We now show that{xn} converges strongly toz. Now, from (3.25), (3.27) and by the property
of the metric projectionPC , we obtain

lim inf
n→∞

γn = lim
k→∞

〈g(z)− z, z − ynk
〉

= 〈g(z)− z, z − x∗〉
≥ 0.

Thus, from (3.24), we obtain thatlim sup
n→∞

||xn − z||2 ≤ 0. Hence,lim sup
n→∞

||xn − z||2 = 0.

Therefore, we conclude that{xn} converges strongly toz.

Consider the following Split Mixed Equilibrium Problem:

Findx ∈ C1 such thatx ∈ G(φ1, T1, f1),(3.36)

andAx = y ∈ C2 such thaty ∈ G(φ2, T2, f2),(3.37)

whereφ1, T1, f1, φ2, T2, f2 are as defined in Theorem 3.3.
As corollary of our main results, we can solve Problem (3.36)-(3.37) by settingS = I and
F = 0 in Algorithm 3.1. Also, by settingφ1 = φ2 = T1 = T2 = F = 0 and S = I
in Algorithm 3.1, we can apply Theorem 3.3 to solve the Proximal Split Feasibility Problem
studied in [22].
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4. SPLIT GENERALIZED M IXED EQUILIBRIUM PROBLEM OVER THE SOLUTION SET

OF VARIATIONAL I NCLUSIONS

Recall that a multivalued mappingM : H → 2H is called monotone, if

〈x− y, u− v〉 ≥ 0 ∀x, y ∈ H, u ∈ M(x), v ∈ M(y),

and maximal monotone if the graphG(M) of M defined by

G(M) =: {(x, y) ∈ H ×H : y ∈ M(x)}
is not properly contained in the graph of any other monotone mapping. The resolvent operator
JM

λ associated with a mappingM andλ is the mappingJM
λ : H → 2H defined by

JM
λ (x) = (I + λM)−1x, x ∈ H, λ > 0.(4.1)

It is known that if the mappingM is monotone, thenJM
λ is single valued and firmly nonexpan-

sive (see [2]).
Now, consider the following Monotone Variational Inclusion Problem (MVIP): Find

x ∈ H such that0 ∈ M1(x) + F2(x),(4.2)

whereM1 : H → 2H is a multivalued mapping andF2 : H → 2H is a single valued mapping.
We shall denote the solution set of problem (4.2) by(M1 + F2)

−1(0). In [20], Moudafi proved
thatx ∈ (M1+F2)

−1(0) if and only ifx = JM1
λ (I−λF2)(x), ∀λ > 0. It was also shown in [20]

that, if F2 is aµ-inverse strongly monotone mapping andM1 is a maximal monotone mapping,
thenJM1

λ (I − λF2) is averaged with0 < λ < 2µ. Hence,JM1
λ (I − λF2) is a nonexpansive

mapping with0 < λ < 2µ.
Thus, by settingS = JM1

λ (I − λF2) in Algorithm 3.1, we can apply Theorem 3.3 to solve the
following SGMEP over the solution set of MVIP:

Findx ∈ C1 such thatx ∈ G(φ1, T1, f1, F1),(4.3)

andAx = y ∈ C2 such thaty ∈
(
G(φ2, T2, f2) ∩ (M1 + F2)

−1(0)
)
,(4.4)

whereφ1, T1, f1, F1, φ2, T2, f2 are as defined in Theorem 3.3.
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