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ABSTRACT. Inthis paper, for the class of the modular operators on HilBérinodules, we give

the conditions to closedness of their ranges. Also, the equivalence conditions for the closedness
of the range of the modular projections on Hilbéft-modules are discussed. Moreover, the
mixed reverse order law for the Moore-Penrose invertible modular operators are given.
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1. INTRODUCTION AND PRELIMINARIES

As we know, HilbertC*-modules are extension of Hilbert spaces with the same properties.
However, there exist some basic differences. Some well known properties of Hilbert spaces
like Pythagoras’ equality, self-duality, and even decomposition into orthogonal complements
do not hold in the framework Hilbert modules. As an important difference, we observe that a
bounded linear operators between Hilb€ttmodules not necessary adjointable in general. In
other words, for any bounded linear operdfor X — ) there is not necessary a bounded
linear operatofl™ : Y — X, for which (T*y,x) = (y,T). This subject has matchwood in
dual structure of Hilber€*-modules which is not simplicity as Hilbert spaces. We denote the
set of all adjointable bounded linear operators frahto ) by £(X',)), whereX and) are
Hilbert C*-modules. It is well known that any eleméhitof £(X',)) must be a bounded linear
operator, which is alsgl-linear in the sense thét(za) = (T'z)a for x € X anda € A [8, Page
8].

It is of fundamental importance to note that, Hilbétt-modules form a category in between
Banach spaces and Hilbert spaces. The basic idea is to consider modul&-@lgebra instead
of linear space and to allow the inner product to take values in a more géiteaddjebra than
C. This structure was first used by Kaplansky [7] in 1952 and more carefully investigated by
Rieffel [15] and Paschke [14] later in 1972-73. We give only a brief introduction to the theory
of Hilbert C*-modules to make our explanations self-contained.

We use the notation§(X') instead ofL (X, X'), andker(-) andran(-) for the kernel and the
range of operators, respectively. The identity operatot’as denoted byl y or 1 if there is no
ambiguity. The readers are referred(tol[1, 2],/[10,[11, 12] and the references cited therein for
more details in HilberC*-modules. Throughout the papdris a C*-algebra (not necessarily
unital) andX’, Y are HilbertA-modules.

The paper is organized as follows. Preliminary is presented in the sequal of this section.
In Section[ 2, the main theorem of our work is appeared, which is provide the equivalence
conditions for the closedness of the range of the modular projections. Thereafter, in Section 3
by a simple technique, matrix forms of operators, we present the conditions which is the mixed
reverses order law hold.

A (right) pre-Hilbert module over &'*-algebraA is a complex linear spac&, which is
an algebraic rightd-module and\(za) = (Az)a = z(Aa) equipped with and-valued inner
product(.,.) : X x X — A satisfying,

(1) (z,2z) > 0,and(z,z) = 0iff 2 =0,
(2) (z,y + A2) = (2, 9) + Mz, 2),

(3) (z,ya) = (x,y)a,

(4) {y, ) = (&, 9)",

for eachz,y,z €¢ X, A € C, a € A. A pre-Hilbert. A-module X' is called a HilbertA-

module if it is complete with respect to the nofim|| = ||(z, x>|]%. Left Hilbert.4-modules are
defined in a similar way. For example every-algebraA is a Hilbert.A-module with respect
to inner productz, y) = =*y, and every Hilbert space is a left Hilb&ftmodule. Suppose that
X is a Hilbert.4-module andy is a closed submodule cf. We say thaf) is orthogonally
complemented ift =Y @ Y+, wherey+ := {y € X : (x,y) =0 for all z € Y} denotes the
orthogonal complement @@ in X'. Recall that a closed submodule in a Hilbgitmodule is
not necessarily orthogonally complemented, i.eFiis a (possibly non-closedi-submodule
of X, thenF * is a closed4-submodule oft andF C F*+. However, Lance in[8] proved
that certain submodules are orthogonally complemented as follows.
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Theorem 1.1.([8, Theorem 3.2]) Lef” € £L(X, ) has closed range. Théi € £(Y, X) has
closed range, and

(i) ker(T) is orthogonally complemented ik, with (ker(7"))* = ran(T*).

(i) ran(T) is orthogonally complemented Y, with (ran(T))+ = ker(T*).

A generalized inverse df € £L(X,)) is an operatof ™™ € £(), X') such that
(1.1) TT*T =T and T*TT* =T*.
Definition 1.1. LetT € £(X,)). The Moore-Penrose inverge of T'is an elementi.(), X)
which satisfies
Q) TTIT=T,
() TtTTH=Tt,
() (TThH* =TT,
(4) (Tt T)* = T'T.

If 0 C {1,2,3,4}, and X satisfies the equatiori$) for all i € 0, then X is and-inverse of
T. The set of alb-inverses ofl" is denoted byr’{#}. In particular,7'{1,2,3,4} = {T"}. The
reader should be aware of the fact that a bounded adjointable operator may admit an unbounded
operator as its Moore-Penrose, see [12] for more detailed information. Motivated by these
conditionsI't is unique and™'T and7 T are orthogonal projections, in the sense that those are
selfadjoint idempotent operators. In fact/ife £(X,)) has closed range, thél"" = P,
andT'T = Pray(1).-

Clearly, T is Moore-Penrose invertible if and onlyIf* is Moore-Penrose invertible, and in
this casgT™)" = (T'")*. Let us now turn the attentions to waud the following theorem.

Theorem 1.2. ([16, Theorem 2.2]) Suppose thAte £(X,)). Then the Moore-Penrose in-
verseT'" of T exists if and only ifl” has closed range.

By Definition[I.1, we have

ran(T) = ran(T TT), ran(T") = ran(T'T) = ran(T*),
ker(T) = ker(T7T), ker(T1) = ker(T TT) = ker(T™),

and by Theorerp 1|1, we can conclude
X = ker(T) @ ran(T") = ker(T'T) @ ran(T'T),
Y =ker(T") @ ran(T) = ker(T TT) @ ran(T T).

2. THE CLOSED RANGE PROJECTIONS

In this section, by using the LemraP.2 and Corolldrief 2.3 and 2.4 some results about closed-
ness of the range of modular projections are presented. We state the following Lemma given in

.

Lemma 2.1. Let T be a non-zero operator if(X', )), thenT has closed range if and only if
ker(T') is orthogonally complemented iti and

Y(T) = inf{||Tx|| : € Ker(T)* and ||z| = 1} > 0.
In this casey(T) = ||T7||~* and~(T) = v(T™*).

Definition 2.1. The Dixmier (or minimal) angle between submodulesand N of a Hilbert
C*-moduleX’ is the anglev, (M, N) in [0, 7/2] whose cosine is defined by

(M, N) =sup{[[(z, y)[ -z e M, ||zl <1, y e N, [lyll <1}
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Lemma 2.2. Let X be a Hilbert.A-module and’’, S be operators inC(X'), theny(7'S) <|| T ||
Y(5).
Proof. By Lemma[ 2.1 and this fact thatr(7'S) C ker(T') andker(S) C ker(T'S) we have
(ker(T'S))*+ C (ker(S))*+. So,
Y(TS) = inf{||T'Sz| : v € (ker(TS))* and ||z|| = 1}

<|| T || wf{||Sz] = € (ker(S))* and [z = 1}
In this casey(T'S) <|| T || v(5). n
Corollary 2.3. LetT € L(X) be invertible andS has closed range, theéiS has closed range.
Proof. Supposé is invertible, by using Lemmja 3.2 f¢'—* /T'S) we have,

[T () <ATS) <[ T || 7(S).
By Lemmg 2.1 and the closedness of the rangg,afie conclude thal'S has closed ranga.

Corollary 2.4. LetT, S andT'S have closed ranges. ThdnST ||<|| T' || [|[(T'S)'||. Moreover,
if T is invertible, then| (T'S)" ||<|| 77 || ||S7]-

Proof. The first part is clear. For the second, by assumption Th#é invertible we have
| T |71 4(S) < ~A(T'S) <|| T || v(S). Hence,

TSI < w(@s) < T ) st
therefore,
AP IstD=" <l @)t It <h TSt
finally, the first inequality implies that|, (7°S)" ||<|| 77 || [|ST||- u

For the proof of the following Lemma see [9].

Lemma 2.5. Let X’ be a Hilbert.A-module andP, ) be orthogonal projections i (X'). Then
the following conditions are equivalent:

() PQ has closed range,

(i) 1 — P — @ has closed range,

(i) 1 — P+ @ has closed range,

(iv) 1 — @ + P has closed range.

Corollary 2.6. LetT € L(X) be partial isometry and\ be a closed submodule of then (T*)
and P, be the orthogonal projection ont®, then|| (T'Py)" ||= 1.

Proof. Since M is a closed submodule ofin(T*) and P, the orthogonal projection ont®1
andT is partial isometry, thus Lem@.S implies thaP, has closed range and §6P,,)"
exist. On the other hand we ha¥.,ry- Py = 0, so by Lemm2 we havgTPy)? = 1
and Lemma 25 implies thiit(T'Pu)" ||= 1. &

Corollary 2.7. Let P and (@ be projections on a Hilberid-moduleX. Then the following are
equivalent:

() || Pz ||<|| Qz || forall z € X.

(i) ran(P) C ran(Q).

Corollary 2.8. Let M C N be closed orthogonal summand submodules of a Hildemodule.
ThenP\, Py and1 — Py, — Py, have closed ranges.
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Proof. Since P, and Py, are orthogonal projections such thet = ran(P ) C ran(Py) =
N, implies thatPy P = Py, Which conclude thaP,, P\ = Py by taking-operation. Thus,
Py Py is actually a projection and so it has closed range. Alsd, by [9, Lemmal3-Z},, — Py
has closed ranga.

Theorem 2.9.Let M C N C R be closed orthogonal summand submodules of a Hilbert
A-moduleX. Then
() PyvPr, Py Py and Py Pr have closed ranges,
(i) 1 — Pr — Py has closed range,
(i) 1 — Py — Py has closed range,
(iv) 1 — Pr — Py has closed range,
(v) 1 — Pr + Py has closed range,
(vi) 1 — Pr + Py has closed range.

WhereP),,, Py and Py are orthogonal projections ontd1, A" andR respectively.

Proof. Since M C N C R are closed orthogonal summand submodules, then there exists
orthogonal projection®,, Py and Pz onto M, N andR respectively. Hencelr Py = Py,

Py Py = Py andPr Py = Py have closed ranges, which means thatPr = Py Py Py =

Py and Py Pr = Py by takings=-operation. This is implies that (i) holds. By Lemina]2.5 and
Corollary[2.8 we conclude the assertions (ii)-(\).

Theorem 2.10.Let X" be a Hilbert.4-module andP, ) be orthogonal projections i (X’) and
ran(P) C ran(Q) and@ — P has closed range, theRQ and1 — P — @ have closed ranges.

Proof. Since) — P has closed rangé&er(Q) — P) is an orthogonal summand. Hence, Lemma
3.4 of [9] and the fact thatier(P — Q) = ran(P) + ker(Q), implies thatP@ has a closed
range. Moreover, Lemmnja 2.5 implies that- P — () has closed range and so some results as
the previous Lemma are appearqd.

SupposeM and N are closed submodules of a Hilbet#tmodule X and P, and Py are
orthogonal projections ontd1 and \, respectively. ThenPy Py = Py if and only if
Py Py = Py, ifand only if M c N, see([9] for more detailed information.

Proposition 2.11. Let M and N be closed submodules of a Hilbe4tmoduleX and P, and
Py are orthogonal projection onto\ and N respectively. 1M < N, then the following
assertions are equivalent:

() Py Pu has closed range,
(i) Py, has closed range.

Proof. (i) — (ii) SupposeM C N. ThenPy Py = Py andPy Py = Py and soran(PyPyr) =
ran(P ) andker(PprPy) = ker(Py,). Therefore,

X = ran(PyPy) @ (ran(PryPy))*
= ran(PyPy) @ ker((PpmPa)¥)
= ran(PyPy) @ ker(PyP )
ran(Pyr) @ ker(Pyy).
On the other hand, sind@y P, has a closed range, we have by Lenimé 2.1
Y(PyPy) = inf{||PyvPuz| : z € ker(PyPy)* and ||z|| = 1}
= inf{||Pyx| : z € ker(Py)*" and ||z|| = 1} > 0.
Then, P, has closed range. By the above relation, the implication(i{)) is obviously .
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The following theorem state the angle betwéen(7") andran(S*) whenT', S have closed
ranges.

Theorem 2.12.LetT, S have closed ranges, thep(ker(7"), ran(S*)) = 5 —aq(ker(T), ker(S))

Proof. We know that, theker(7") and ker(S) are submodules of’. SinceX = kerT &
(ker(T))* = ker(T) @ ran(T*) and X’ = ker(S) @ (ker(S))* = ker(S) @ ran(S*), we have

ap(ker(T), ker(S)) + ag(ker(T), ran(S*)) =

SE

Thus,

(Pker(T) Pran )|ker (Pker(T)) |ker(T)_(Pker(T) Pker(S)) |ker(T) = 1ker(T)_(Pker(T) Pker(S)) |ker(T)
Now, by spectral mapping theorem ffft) = 1 — ¢t we have

Sp((Pker(T)Pran(S*)>|ker(T)) =1- Sp((Pker(T)Pker(S)>|ker(T))7

where thesp(.) stand for the spectrum of the operators as in [13]. Then, the elextszibngs
to the spectrum of Peer (1) Prer(s) ) |ker(r) if @nd only if the element — A belongs to the spectrum
Of (Prer(r) Pran(s*)) [ker(1) So,ao(ker(T), ran(S*)) = § — ao(ker(T), ker(S)). n

Lemma 2.13.LetT € L(X,)) and M be a closed submodule &fand Py, be the orthogonal
projection ontoM. Thenker (Pyer(r))r Pr) = M* @ (M Nker(T)).

Proof. Let 2 € M+ & (M Nker(T)), 2 =  ® y such thatr € M+ andy € M Nker(T), so
(z,y) = 0andT'(y) = 0ifand only if P,y L Pm(2) = Puerry)r Prm(@)+Perryy: Prm(y) =
Puer(ry)- (y) = 0. The latter equation holds singec ker(7') and P, 1))+ (y) = 0. &

Corollary 2.14. LetT, S € L(X,Y) have closed ranges, théker(Per(r)): Pran(s)))" = 0 Or
ker(Pran T*)Pran(S)) = X.

Proof. By Lemmg 2.1B and this fact théter(7'))* = ran(T*), we haveker(Per(7))L Pran(s)) =
(ran(S))* @ (ran(S) Nker(T)) = ran(S*) @ (ran(S) N ker(T)). It follows that,

(ker(P(ker(T))LPran(s))) = ran(S) N (ran(S )ﬂker(T))L

which implies that(ker ( Py (7))1 Prans)))™ = 0. B

3. THE MIXED REVERSE ORDER LAW

If (T'S)" = ST, we say reverse order law hold. Reverse order law can be defined for three
or more than operators. Moreover, if it combinate by another operators, it called mixed reverse
order law. In general, there is no relation betw€gl)T with 7T andST except in some especial
cases. This problem was first studied by Bouldin and Izumino for bounded operators between
Hilbert spaces, se2l[6]. Recently Shalrifi [9] and Mohammadzadeh Karizaki[10,/11, 12] studied
Moore -Penrose inverse of product of the operators with closed range in Hilberodules.

The reader is referred tol[1](-][5] and the references cited therein for more details of this discuses
on HilbertC*-modules. In this section, we present the conditions which is state that, the mixed
reverse order law hold.

Definition 3.1. An operatorI’ € £(X) is called the EP operator,ifin(T) = ran(T*).

Proposition 3.1. Let T, S € L(X,)) with ker(T") = ker(S) and letS has closed range. If the
S'is EP, thenT has closed range.
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Proof. From the fact thatker(7") C ker(S), thenS and T are injective on(ker(7))+. But
(ker(T))* = ran(S") = ran(S*) = ran(S). Since,S has closed range, théfy (ker(S))+) is
closed inY. Thereforeran(T) = T(X) = T(ker(S) & ran(S*)) = T(ker(T) & ran(S)) =
T(ran(S)) is closed in). n

In the following theorem, we show that the Moore-Penrose inverse of the convergent of a
sequence of closed range operators, is converging to the Moore-Penrose inverse of the conver-
gence limit of them.

Proposition 3.2. LetT,, € L(X,)) be a sequence of closed range operators which is converges
to a closed range operatdr, then7 — 7.

Proof. Let us note that, if;, — 7', thenT! — T, By this, we obtain
-1 = —TIT,T +TITT" + TX(THY* T — T*(TH*T" — TIT, T (T T — T*(TT)*T"
+TUT) T, = TUT) T = TUT) T, + THT) T TT
= —THT, - DT+ (1 = TiT,)(TF — TNTHY Tt + THTH(TF — T*)(1 - TT").
This complete the proof

Proposition 3.3. LetT, S € L(X,Y) and letS has closed range. If the following property hold
andT (ker(S)) C T((ker(S))*), thenT has closed range.

(3.1) There exists a constant> 0 such that  ||Sxz| < ¢||Tz|| forall z e X.

Proof. SinceS € L(X), then there exists > 0 such that|Sz| > k| z|| for all x € (ker(S))*.
From the property 3|17z|| > £||z|| for all z € (ker(S))*. ThusT((ker(S))*) is closed and
soT has closed ranga.

Theorem 3.4.Let X be Hilbert.A-module andl’, S have closed ranges. The$i\TTTSSTTT =
StTtif and only if (SSTTTT)? = SSTTTT.

Proof. (<) By multiplying the SSTTTTSSTTTT = SSTTTT by St from the left hand and by
Tt from the right hand, we have

STSSTTITSSITITT = STSSTTITTT,
so, from the Moore-Penrose conditions we obtain
STTITSSITt = ST,
(=) Multiplying the ST by S from the left side and byi" from the right side, we have
S(STTHT = S(STTTTSSITHT = (SSTTTT)(SSTTIT). n

Theorem 3.5. Let X be Hilbert A-module and lefl’, S have closed ranges. Thef!T'SST
is an idempotent if and only if its Moore-Penrose inverse satisfying the reverse order law. i.e.
(TTTSSTT = SSITTT.

Proof. (=) Suppose thatT"T'SS)(TTTSSt) = TTTSST, thenT"T'SST = SSTTIT.
Hence,(TTTSST)T = SSTTTT.
(<) From the Moore-Penrose condition, we have

T'TSS'TITSST = TTTSST(SSITIT)TIT S ST
= T'TSSH T TSSHTITSST
= TTSST.
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Theorem 3.6.LetX be Hilbert.A-module and leT’, S have closed ranges. TheRSSTTITS =
TS < T commute withs ST.

Proof. (=) Multiplying the TSSTTTTS = T'S by T from the left hand, we havE' T'SSTTITS =
TITSS'S. So, TITSSt (1 — T1T)S = 0.
Now, sincel’'T is projection we have,

T (SH* (1 = TTT)S)* (1 — T'T)S = T'T(SH)*S*(1 — T'T)(1 — T'T)S
=T'TSST(1 —-T'T)S
= 0.
Therefore,I'"T(ST)*((1 — TTT)S)* = 0, which is implies that,
7SSt = TITSSiTiT
= (T'TSSITTT)*
= (T'TSSY)*
= SSTTT.
(<) By multiplying theT™T'SST = SSTTTT by theT'T from the left side and by th&ST from
the right side, we obtain
T'T(SSTTHSST = T'T(T'TSST)S ST
=TiTSS".
Again, multiplyingT™T'SSt = TTTSSTTTSST by theT from the left hand and from the right
hand, we have
T(TTTSSNS = T(T'TSS'TTSSH) S
=TSS'T'TS.
Which is complete the proo#
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